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INTRODUCTION AND STRUCTURE OF THE REPORT 
 

 
 
Debates on autonomous weapon systems have expanded significantly in recent years in 
diplomatic, military, scientific, academic and public forums. In March 2014, the ICRC 
convened an international expert meeting to consider the relevant technical, military, legal 
and humanitarian issues.1 Expert discussions at a Meeting of Experts convened by the High 
Contracting Parties to the UN Convention on Certain Conventional Weapons (CCW) were 
held in April 2014 and continued in April 2015 and April 2016.2 
 
As a further contribution to the international discussions, the ICRC convened this second 
expert meeting, entitled Autonomous Weapon Systems: Implications of Increasing Autonomy 
in the Critical Functions of Weapons, from 15 to 16 March 2016. It brought together 
representatives from 20 States3 and 14 individual experts in robotics, law, policy and ethics. 
 
This report of the meeting is divided into three main sections: 
 
Part I is a summary report of the expert meeting, which was prepared by the ICRC under its 
sole responsibility. 
 
Part II comprises summaries of selected presentations given by individual experts at the 
meeting, and provided under their own responsibility. 
 
Part III is an edited version of the background paper prepared by the ICRC and circulated to 
participants in advance of the expert meeting in March 2016. 
  
The meeting programme and the list of participants are provided in Annexes 1 and 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

                                                 
1 ICRC (2014) Autonomous weapon systems: technical, military, legal and humanitarian aspects, 

https://www.icrc.org/en/download/file/1707/4221-002-autonomous-weapons-systems-full-report.pdf.  
2 CCW Meetings of Experts on Lethal Autonomous Weapon Systems (LAWS), 2014, 2015 and 2016,. 
http://www.unog.ch/80256EDD006B9C2E/(httpNewsByYear_en)/0462FC37E62E7E73C1257E2A005A013A?OpenDocument  
3 Algeria, Australia, Brazil, China, Egypt, France, Germany, India, Israel, Japan, Mexico, the Netherlands, Pakistan, the 
Republic of Korea, the Russian Federation, South Africa, Sweden, Switzerland, the United Kingdom and the United States. 

https://www.icrc.org/en/download/file/1707/4221-002-autonomous-weapons-systems-full-report.pdf
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PART I: SUMMARY REPORT PREPARED BY THE 
INTERNATIONAL COMMITTEE OF THE RED CROSS 

 

 
Expert Meeting on Autonomous Weapon Systems: Implications of Increasing Autonomy in 
the Critical Functions of Weapons, 15–16 March 2016, Versoix, Switzerland. 
 
 
A. BACKGROUND  
 
Debates on autonomous weapon systems have expanded significantly in recent years in 
diplomatic, military, scientific, academic and public forums. In March 2014, the ICRC 
convened an international expert meeting to consider the relevant technical, military, legal 
and humanitarian issues.1 Expert discussions within the framework of the UN Convention on 
Certain Conventional Weapons (CCW) were held in April 2014 and continued in April 2015 
and April 2016.2 
 
Discussions among government experts have indicated broad agreement that “meaningful”, 
“appropriate” or “effective” human control over weapon systems and the use of force must be 
retained, but there has been less clarity on the type and degree of control necessary from a 
legal, ethical and policy perspective. The ICRC has called on States to set limits on 
autonomy in weapon systems to ensure that they can be used in accordance with 
international humanitarian law (IHL) and within the bounds of what is acceptable under the 
principles of humanity and the dictates of the public conscience.3 
 
In view of the incremental increase of autonomy in weapon systems, specifically in the 
“critical functions” of selecting and attacking targets, the ICRC has stressed that experience 
with existing weapon systems can provide insights into where the limits on autonomy in 
weapon systems should be placed, and the kind and degree of human control that is 
necessary to ensure compliance with IHL and ethical acceptability. 
 
With this in mind, the ICRC held its second expert meeting, entitled “Autonomous Weapon 
Systems: Implications of Increasing Autonomy in the Critical Functions of Weapons”, from 15 
to 16 March 2016. It brought together representatives from 20 States4 and 14 individual 
experts in robotics, law, policy and ethics, and was held under the Chatham House Rule.5 
The six sessions reflected the overall objectives of the meeting, which were to:  

 consider the defining characteristics of autonomous weapon systems; 

 better understand autonomy in the critical functions of existing weapon systems; 

 explore emerging technology and the implications for future autonomous weapon 
systems; 

 examine the legal and ethical implications of increasing autonomy in weapon systems; 

 consider the legal, military (operational) and ethical requirements for human control over 
weapon systems and the use of force; and 

 share approaches to addressing the challenges raised by increasing autonomy. 
 

                                                 
1 ICRC (2014) Autonomous weapon systems: technical, military, legal and humanitarian aspects, 
https://www.icrc.org/en/download/file/1707/4221-002-autonomous-weapons-systems-full-report.pdf.  
2 CCW Meetings of Experts on Lethal Autonomous Weapon Systems (LAWS), 2014, 2015 & 2016, https://www.unog.ch/ccw  
3 ICRC (2016) Views of the ICRC on autonomous weapon systems, CCW Meeting of Experts on Lethal Autonomous Weapons 
Systems (LAWS), 11-15 April 2016, Geneva. Background paper, 11 April 2016, 
https://www.icrc.org/en/download/file/21606/ccw-autonomous-weapons-icrc-april-2016.pdf.  
4 Algeria, Australia, Brazil, China, Egypt, France, Germany, India, Israel, Japan, Mexico, the Netherlands, Pakistan, the 
Republic of Korea, the Russian Federation, South Africa, Sweden, Switzerland, the United Kingdom, and the United States. 
5 https://www.chathamhouse.org/about/chatham-house-rule. 

https://www.icrc.org/en/download/file/1707/4221-002-autonomous-weapons-systems-full-report.pdf
https://www.unog.ch/ccw
https://www.icrc.org/en/download/file/21606/ccw-autonomous-weapons-icrc-april-2016.pdf
https://www.chathamhouse.org/about/chatham-house-rule


 
Autonomous Weapon Systems: Implications of Increasing Autonomy in the Critical Functions of Weapons.  
Expert meeting, Versoix, Switzerland, 15–16 March 2016. 

8 

This summary of the presentations and discussions is provided under the sole responsibility 
of the ICRC and reflects the key points raised by speakers and participants at the meeting.6 
 
 

B. SUMMARY OF PRESENTATIONS AND DISCUSSIONS 
 
 
1. Characteristics of autonomous weapon systems 
 
Speakers in this session debated the defining characteristics of autonomous weapon 
systems with a view to clarifying the terminology and fostering a better understanding of the 
types of weapons under consideration. The ICRC’s working definition was used as a basis 
for discussions throughout the meeting, although at times some speakers and participants 
expressed a different understanding of definitions. Under the ICRC’s definition, an 
autonomous weapon system is: 
 
Any weapon system with autonomy in its critical functions. That is, a weapon system that can 
select (i.e. search for or detect, identify, track, select) and attack (i.e. use force against, 
neutralize, damage or destroy) targets without human intervention. 
 
In explaining the working definition, the ICRC emphasized that it was not being used as a 
means of normative development or to establish a prohibition. Rather, it enabled 
consideration of the full range of relevant weapon systems, including existing weapons with 
autonomy in their critical functions that do not necessarily raise legal issues. The ICRC 
explained that the definition is based on the role of the human rather than the “degree of 
autonomy”, and encompasses any weapon that could independently select and attack 
targets, whether described as “highly automated” or “fully autonomous”. The rationale for that 
approach being that all such weapons raise the same core legal and ethical questions: in the 
intended circumstances of use, can the weapon system select and attack targets in a way 
that respects the rules of IHL? In cases where operation of the weapon system results in an 
apparent violation of IHL, would it be possible to attribute responsibility to an individual or a 
State, and to hold them accountable? Is it ethically acceptable (based on the principles of 
humanity and the dictates of the public conscience) for the weapon system to independently 
select and attack targets? 
 
One speaker explained that there was no difference, from a technical perspective, between 
an “automated” and an “autonomous” system, since they could both operate without human 
intervention after initial activation. And indeed, all three speakers concurred that there was 
no clear line between “automated” and “autonomous” weapons. The speaker suggested, 
therefore, that an autonomous weapon system could be conceived of as one with a high 
degree of automation in relation to software-controlled “safety- and security-critical systems”, 
i.e. systems that could cause danger, harm or even death if they malfunctioned. However, 
the speaker noted that the “level” or degree of autonomy of a particular weapon system 
would also be related to the circumstances in which it was employed. 
 
The speaker explained that any autonomous weapon system would always have a model 
defining the environment within which it could operate. Any operation outside that 
environment – or unforeseen changes to the environment – would necessarily lead to 
unpredictability in its functioning. The speaker added that great caution was needed in any 
development, testing and deployment of such systems to ensure that they functioned as 
intended in the environment in which they were designed to be deployed. 
 

                                                 
6 Detailed summaries of some presentations are provided, under the responsibility of the speakers, in Section III of this report. 
Some of these summaries provide supplementary information to that presented during the meeting. 
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Another speaker warned of projecting human behaviour onto machines, and argued that 
autonomy in weapon systems should be assessed by looking at which parts of the targeting 
decision-making process were delegated to the weapon system. The speaker noted that 
some tasks of the targeting process had been delegated to machines for some time. While 
noting the importance of “selecting and attacking targets” as critical functions, the speaker 
argued that the human role in other parts of the targeting process would also influence the 
legal acceptability of a particular weapon system. The speaker suggested that problems 
would arise when too many tasks in the overall targeting decision-making “loop” were 
delegated to machines, as that would be the point at which humans risked delegating the 
decision to kill. 
 
The speaker said that the key question for compliance with IHL would be predictability (i.e. 
knowledge of how the machine will function in a given context), arguing that autonomy was 
limited in existing “highly automated” weapon systems – and predictability maintained – 
owing to restrictions on the scope of their tasks and their context of use. If it was not possible 
to reasonably predict that a weapon system would comply with IHL, he added, then it would 
potentially be “unlawfully autonomous”. 
 
During the discussion, there was a debate among participants about whether autonomy 
should be considered a binary feature or rather a sliding scale. One participant argued that 
autonomy should be assessed at the level of the complete weapon system, and that 
autonomy in specific functions would not necessarily make a weapon autonomous. Some 
participants took the view that discussing autonomy in “selecting and attacking” targets, 
which would include some existing weapon systems viewed as legal by States, was too 
broad an approach, in particular for regulation purposes. One participant stressed that a 
narrower definition would be needed for the purpose of States agreeing to regulation. 
Another participant supported the ICRC’s approach, arguing that starting with a broad 
definition enabled analysis of existing weapons to assess which specific parameters 
determined compliance with IHL. 
 
The question of the predictability of the weapon system was discussed with great interest. 
One participant inquired how predictability could be assessed realistically during testing, and 
a speaker acknowledged that determining in advance how an autonomous weapon system 
would operate in real-world environments would raise challenges. Using the example of the 
battle of Fallujah in 2004, during which US Marines had needed to distinguish between 
civilians and combatants in a split second, the speaker said that it might never be possible to 
predict how a machine would handle such a situation, although a machine would not 
approach the situation in the same way. For example, a machine could perform tasks 
differently and wait longer than a soldier for indicators before targeting a person. The 
speaker added that uncertainty about IHL compliance might be addressed through 
programming restrictions on the scope of the machine’s tasks.  
 
Another participant asked how adaptation and machine learning in autonomous weapon 
systems could be reconciled with predictability, and a speaker said that one had to look at 
the effect that adaptation had on IHL compliance, which might depend on the specific 
parameters under which the system could adapt its functioning. For example, a system might 
be authorized to “learn” and adapt in some functions, while it was strictly limited in others. 
That could be done through programming, e.g. by allowing the machine to do anything 
except x, y, and z, or by physical limitations in the hardware, e.g. that prevented the machine 
from carrying out an undesirable action. The speaker added that undesirable consequences 
were not necessarily limited to the attack itself. For example, a ground robot that was 
programmed to target a certain object under strict limitations, but that had complete freedom 
as to how it navigated to the object, could cause civilian damage en route by driving through 
a village. Therefore, limits on such behaviour would need to be set at the programming 
stage.  
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One speaker stressed that adaptation would certainly raise significant questions about 
predictability, and therefore questions of compliance with IHL, since not knowing when, how, 
and where a machine would carry out an attack would prevent the user, or commander, from 
being able to implement his/her legal obligations with respect to the conduct of hostilities. 
Another speaker emphasized that, technically speaking, it would be extremely difficult to 
develop a machine that could adapt its functioning to changing circumstances. 
 
 
2. Autonomy in existing weapons  
 
The second session of the meeting examined autonomy in the critical functions of existing 
weapon systems with a view to a better understanding of their functioning and how human 
control over their operation is implemented. 
 
2.1 Missile- and rocket-defence weapons 
 
This sub-session considered missile- and rocket-defence weapon systems, commonly used 
for short-range defence of ships or ground installations against missiles, rockets, artillery, 
mortars, aircraft, unmanned systems and high-speed boats.  
 
The first speaker provided an overview of the technical operation and military utility of the 
Counter-Rocket, Artillery, and Mortar (C-RAM) system, which is used to defend military 
bases from incoming attacks. The speaker noted that the main drivers for the development of 
the C-RAM were the need for increased precision and accuracy and fast reaction times for 
defending against attacks. The system has some autonomy in detecting, tracking, selecting 
and attacking targets; however, the speaker emphasized that the decision to attack is 
retained by the commander, who decides when to activate the system in a given 
circumstance, retains oversight over the system during its operation, and is able to 
deactivate the weapon to stop an attack at any time. The speaker also noted that the weapon 
system was periodically reviewed by lawyers to ensure that it could be used lawfully. 
 
The speaker explained that, during operations, the computer command-and-control 
component of the weapon system is constantly updated with information about commercial 
(civilian) aircraft flight paths and “friendly” aircraft. Based on that information, the computer 
determines “engagement zones” within which it will carry out attacks once activated. The 
speaker added that the system employs self-destructing rounds (bullets) to minimize the risk 
to civilians or others should the rounds miss their target. 
 
The second speaker discussed similar weapon systems with autonomy in detecting, tracking, 
selecting and attacking targets, including the Iron Dome and the Terminal High-Altitude Area 
Defence (THAAD) systems. The Iron Dome is a type of counter-rocket, artillery and mortar 
weapon system capable of intercepting multiple targets at short range. The speaker noted 
that the system had been shown to be almost 90% effective at intercepting targets, although 
there were instances where it had misidentified “friendly” aircraft as potential threats. The 
THAAD system is used for longer-range defence against missiles, and also operates 
autonomously; a long-range radar detects and tracks an incoming missile, calculates its 
trajectory and then attacks it with an interceptor missile. 
 
The speaker also explained that the performance of these autonomous missile- and rocket- 
defence weapon systems could be influenced by a number of different factors, in particular: 
the technical configuration of computational units, seeking radars, control algorithms and 
missile controls; the speed of communication between different components of the system; 
and the accuracy of targeting systems. The speaker predicted that, in the future, smaller 
defensive systems might be increasingly used for perimeter security, and also posited that, if 
weapon systems were to be deployed in outer space, they would likely have a high degree of 
autonomy due to communication challenges in that environment.  
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During discussions, there was continued debate about the definition of an autonomous 
weapon system, and whether the weapons described should be considered “highly 
automated”, “semi-autonomous” or “autonomous”. Independent of definitions, one participant 
said that it would be useful to further examine which aspects of the human-machine 
interaction in the use of those weapons ensured their compliance with IHL, including 
restrictions on their operation in time and space, and the measures taken to ensure that only 
legitimate targets were attacked. 
 
There were also questions raised on whether the speed of operation could realistically allow 
sufficient time for human intervention, and whether, and how, the described defensive 
systems permitted assessments of the risks of civilian casualties. To the first question, a 
speaker responded that the C-RAM weapon system described operated for limited times, 
and to the latter, that there had not been any “collateral-damage” incidents reported in the 
past 11 years. 
 
To the question of whether there was a clear distinction between “offensive” and “defensive” 
weapon systems, one speaker responded that the question would be determined on a case-
by-case basis. Another participant pointed out that all the systems discussed during the 
session were anti-materiel weapons, and therefore would not be considered “lethal” from that 
participant’s point of view. 
 
2.2 Vehicle “active-protection” weapons and anti-personnel “sentry” weapons 
 
This sub-session examined two quite different types of weapons with autonomy in selecting 
and attacking targets: vehicle “active-protection” weapons, which are designed to protect 
armoured vehicles from attacks with missiles, rockets, and rocket-propelled grenades; and 
anti-personnel “sentry” weapons, which have been developed for the defence of specific 
sites, perimeters or borders. 
 
The speaker explained the operation of those weapons using two examples. The Trophy 
(ASRPO-A) active protection system, which is fitted to tanks and armoured vehicles, is 
employed to defend against incoming threats, such as rocket-propelled grenades, and has 
been used operationally for five years. Once activated, it employs a radar to detect threats on 
an incoming trajectory and, if the computer judges that the incoming munition would hit the 
vehicle, it autonomously attacks by firing small metal balls. 
 
The speaker went on to discuss an anti-personnel “sentry” weapon called Sentry Tech, which 
is an automated gun system that can incorporate light weapons and anti-tank weapons. The 
system, mounted on a pillbox, uses computerized sensors with some degree of autonomy to 
detect and identify human targets. However, the speaker explained that the decision to select 
and attack a human target is retained by operators who, following an alert from the computer 
system, initiate an attack by remote control from a distant control station. While some 
functions of the targeting process (such as detecting and identifying targets) are delegated to 
the machine, the action of launching an attack remains a human decision. 
 
During discussions, one participant raised questions of whether the acceptable degree of 
autonomy in weapon systems depended on the nature of the threat, and whether the system 
was offensive or defensive. Another participant concurred with the speaker that a “fully 
autonomous weapon system” would not be desirable, but that the key question was where to 
draw the line with increasing autonomy. The speaker responded that, in his view, a weapon 
system was acceptable as long as the commander or operator retained control over the 
decision to kill. In that respect, the speaker stressed that if no person could be found 
responsible for the actions of the weapon system, that weapon system would not be 
acceptable; at least one person must be accountable for the system’s operation. 
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Participants asked whether the use of the Trophy weapon had resulted in any civilian 
casualties and whether the system was continuously used in autonomous mode. The 
speaker said that there had not been any civilian casualties reported, and explained that the 
Trophy was normally activated for the duration of an operation (e.g. the journey of an 
armoured vehicle), but that it would only launch an attack if it detected an incoming threat. 
Another participant asked what would happen if the system were to be mounted on an 
unmanned vehicle and the communication with the weapon system were broken; would the 
system continue to operate autonomously without human oversight? The speaker responded 
that the system should not be used if communication channels were unreliable. If the human 
operator decided to allow the system to operate despite a loss of communications, the 
operator would be held accountable for that decision. In any case, the speaker said, the 
commander would be responsible for any use of the system that would result in 
disproportionate civilian harm.  
 
One participant asked whether the Sentry Tech could also fire autonomously, to which the 
speaker replied that it was only used to fire by remote control. Another participant noted that 
the Korean “sentry” weapon systems, referenced in the ICRC’s background paper for the 
meeting, also did not select and attack targets autonomously, but had a human “in the loop” 
to launch an attack by remote control. 
 
2.3 Sensor-fused munitions, missiles and loitering munitions 
 
The speaker in this sub-session focused on autonomy in missiles and loitering munitions.  
Missiles have on-board guidance systems, and they generally fly to a pre-programmed or 
designated location. Some missiles then use inbuilt sensors, such as active radar, and 
information-processing capabilities, such as automatic target recognition software and pre-
programmed signatures of target objects, to determine their specific target. Loitering 
munitions operate in a similar way, but have more freedom to search for, select and attack 
targets over a designated area and time period, using on-board sensors and pre-
programmed target signatures. 
 
The speaker explained that many different variables influenced the level of autonomy in 
missiles and loitering munitions, which could be divided according to three indices: self-
mobility (e.g. the ability to move and navigate autonomously); self-direction (e.g. the ability to 
identify and discriminate targets autonomously); and self-determination (e.g. the ability to 
launch an attack or adapt its functioning autonomously, e.g. by setting its own goals or 
choosing targets).   
 
The speaker emphasized that missile technology was becoming increasingly automated, and 
more systems were programmed to fly to a location in space. Once in that area, they use 
active sensors to identify, acquire and fire on a target. Those systems, including missiles and 
loitering munitions, have higher levels of self-mobility and self-direction. An example given 
was the Long-Range Anti-Ship Missile (LRASM) (currently in development), which has a high 
level of autonomy in both mobility and navigation, as well as in detecting, selecting and 
attacking targets. Once the missile arrives at a location in space, it uses on-board sensors to 
determine its target. The speaker also explained that there was the potential for even greater 
autonomy with loitering systems, which are programmed to search over a wider area rather 
than flying to a specific location. The speaker provided examples of loitering munitions that 
are currently “human in the loop” for target selection and attack, as the types of weapon 
system that could become autonomous in the future; for example, the Tactical Advanced 
Recce Strike (TARES) anti-materiel loitering munition has a 200 km range, a 4-hour flight 
time and carries a 20 kg warhead, and the Hero 30 anti-personnel loitering munition has a 40 
km range, a 30-minute flight time and carries a 0.5 kg warhead.  
 
In the view of the speaker, increasingly autonomous weapons are likely to emerge as novel 
combinations of existing weapons technology rather than entirely new systems; for example, 
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unmanned weapon platforms equipped with highly automated submunitions. The speaker 
argued that the extent to which increasing autonomy would raise challenges in terms of 
human control over “critical functions” would depend on the task delegated to the weapon 
(broad or narrow), the amount of planning (or changes to planning) relating to that task, and 
the capability of the system to discriminate targets. An expansion of the weapon system’s 
freedom of action in time and space, the speaker added, would also have implications for 
both the predictability and reliability (i.e. knowledge of how often the machine will function as 
intended) of the weapon. 
 
The speaker also highlighted some emerging technology, such as research being 
undertaken to design Automatic Target Recognition (ATR) software that would incorporate 
machine-learning technology, so that new targets could be learned in real time and the on-
board target library updated accordingly. The speaker emphasized that achieving that goal 
would present significant technological challenges. 
 
During discussions, several participants commented that weapon systems with machine-
learning capability would raise serious questions about predictability. One speaker and a 
participant explained that machine-learning systems were, by definition, unpredictable. One  
participant explained that machine learning is not related to the concept of learning in 
humans. A machine might “learn” to recognize a specific image, but it only recognizes the 
image based on what it has “seen” previously. Such machine learning might be done in 
advance or during the operation of the machine. However, the machine has no 
understanding, in a human sense, of the nature or concept of that object. 
 
Some participants agreed that there could be no predictability where it was not possible to 
foresee what a machine would do within the parameters of its programming. One participant 
said that it was hard to see how a system that could self-learn and adapt its own functioning 
would pass a legal review, as it would not be predictable; in principle, any such modifications 
in functioning would require a new legal review, as it would become a new weapon. Another 
participant added that a system that had the ability to attack a broad range of different 
military objectives, or could move from one target to another, would also raise questions of 
predictability and compliance with IHL. One participant said that those assessments might 
also depend on the specific type of weapon and the particular environment of its use. One of 
the speakers emphasized that a key question was whether it was acceptable to program a 
machine to select and attack a very broad class of targets, or whether predictability implied 
the need to programme specific targets. In other words, the fewer constraints on targeting, 
the more problems would arise for IHL compliance. The speaker added that it was necessary 
to look at the inbuilt limits of the machine: could the machine attack several military 
objectives in a row, without returning to its base? Could it target a wide variety of military 
objectives or was it limited to a specific type, e.g. tanks?  
 
2.4 Torpedoes and encapsulated torpedo mines 
 
The speaker in this sub-session discussed a range of torpedo weapon systems with differing 
levels of autonomy in selecting and attacking targets. The Sea Hake heavyweight torpedo 
has a sonar to detect its target after launch, but it is connected via a cable to the operator, 
and retains a “human in the loop” who can redirect the torpedo. The MU90 lightweight 
torpedo, on the other hand, is a “fire and forget” weapon which, after launch, uses its own 
sensors to detect and attack a target submarine, and is programmed not to operate above a 
certain depth. Another anti-submarine “fire-and-forget” weapon discussed was the SHKVL 
rocket-propelled torpedo. 
 
The speaker also described the Mark 60 CAPTOR encapsulated torpedo and the PMK-1/2 
propelled sea mine. The Mark 60 CAPTOR is tethered to the seabed and uses pre-
programmed signatures of submarines to autonomously detect and then attack by launching 
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a torpedo. Self-propelled sea mines, such as the PMK-1/2, function in a similar way, but the 
whole weapon system moves to attack the target submarine. 
 
During discussions, one participant asked whether it was possible to communicate with the 
sea mines, for example, to update the signatures the mine used to identify its target, and 
whether increased autonomy in sea mines was likely in the future. The speaker explained 
that the systems described did not allow communication after emplacement; however, to 
reduce the risk of unintended targeting, States would provide details to other States about 
where the mines had been placed. The speaker also mentioned, in response to a question 
about the persistency of mines, that some would shut down after a maximum number of 
weeks, whereas others would remain active as long as the battery allowed. Regarding future 
developments, another participant said that a particular increase in autonomy for torpedoes 
and sea mines was not foreseen.  
 
One participant observed that it could be easier to develop autonomy in a maritime 
environment, since the environment was less cluttered than in ground warfare. However, 
another participant said that that was less and less the case, as there were an increasing 
number of civilian objects in the maritime environment, including vehicles used for scientific 
and industrial tasks, among other civilian purposes. In any case, it was stressed that a major 
driver for autonomous undersea systems was the difficulty of communicating in that 
environment. Another participant emphasized that this inability to communicate could raise 
concerns, especially for weapon systems which operated over long loiter times without the 
possibility for human intervention. 
 
One participant asked how it was possible to distinguish military targets from protected 
objects, such as hospital ships and civilian vessels, and what procedure States observed 
after a mine was no longer needed. The speaker explained that distinguishing military targets 
from civilian objects was possible owing to the different acoustic signatures of ships and 
submarines, and that those weapon systems had well-developed target libraries that would 
help ensure that civilian ships would not be sunk. The speaker added that, when mines were 
no longer needed, they may shut down, and, if the terrain allowed, they might be physically 
removed from the area. 
 
 
3. Emerging technology and future autonomous weapons 
 
Looking to the future, this session sought to examine emerging technology developments in 
order to consider the potential nature of future autonomous weapon systems.   
 
The first speaker explained that the level of autonomy of a particular weapon system was 
related to the level of human intervention in the functioning of the system, i.e. both the 
degree of human control and the point at which such control was exercised. For example, he 
explained that existing stationary missile- and rocket-defence systems operate autonomously 
95% of the time, but human intervention at specific points during that operation helps ensure 
that human control is maintained over the use of force.   
 
The speaker emphasized the potential mobility of future autonomous weapon systems as a 
key characteristic that could lead to loss of predictability and loss of human control in 
emerging systems. The speaker said that, owing to the increased complexity of the system 
itself, and the increased complexity and variation in the environment in which it operated, it 
would be very difficult to predict how mobile autonomous weapon systems would operate. 
That, in turn, would raise questions about how to test and determine the reliability of such 
systems. The speaker added that the risks associated with increasing autonomy would also 
be influenced by the specific task for which the weapon system was used; for example, an 
autonomous quadcopter (a helicopter propelled by four rotors) fitted only with a camera (and 
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not weaponized) might be considered an acceptable risk owing to the low probability of harm 
to civilians from a failure or accident. 
 
Speakers also touched upon the drivers for increased autonomy in the “critical functions” of 
weapon systems on land, in the air and at sea. In this respect, one speaker said that 
autonomy might enable: increased mobility of robotic weapon platforms; operations in 
communications-denied environments; a shortened targeting decision-making “loop”; and 
increased performance over human remote-controlled systems. Another speaker 
emphasized the military’s need for robotic systems that could operate in complex 
environments and those in which communications were jammed, as well as its desire to 
reduce the number of human operators.  
 
The second speaker envisaged that advancements in the field of sensors and computing 
would enable increasing autonomy in military robotics while also being accompanied by 
increasingly wide access to the technology. He mentioned that current autonomous weapon 
systems could only operate in specific narrow situations, but that future systems might be 
designed to operate in more varied and complex environments. In terms of “machine 
learning”, the speaker emphasized that there was still a lack of understanding of how a 
machine “learned”. He said that a machine would either select an option among a range of 
programmed options, or would develop its own options based on its programming, adding 
that greater complexity of the machine, and its programming, also increased its 
unpredictability. 
 
A third speaker offered some additional observations based on developments in civilian 
robotics. He said that the overall trend was towards supervised autonomy, since sensors 
were not able to provide machines with a sufficient understanding of changing environments 
to allow full autonomy. He explained that developments in machine learning would lead to 
significant improvement in those capabilities, such as image recognition, in the coming years. 
However, a major challenge would be the lack of predictability as to how such systems would 
function in any given environment, which in turn would be accompanied by difficulties in 
testing the systems to determine their reliability.   
 
The speaker said that it was a misconception that only sophisticated, human-like artificial 
intelligence would allow machines to take decisions. Decisions to take specific actions could 
today be delegated to supervised autonomous machines. The speaker added that it was 
easily conceivable that civilian robotic systems could be modified and adapted as weapon 
systems. 
 
During the discussion, there was a further question about how to test both the reliability and 
predictability of autonomous weapon systems. One speaker explained that there were no 
standards in the civilian field for testing autonomous systems. There was a lack of agreement 
on how to measure their performance and what level of failure was to be tolerated. Another 
speaker added that it would be very hard to assess reliability at the level of the whole 
system, but that it might be easier to assess for a specific function. A participant also raised 
the prospect of swarms – or self-organizing – weapon systems. Such systems, the 
participant said, would also raise significant questions of predictability and reliability with 
increasing autonomy. One of the speakers posited that swarm technology remained very 
challenging, and there were not yet any real-world applications. 
 
One participant suggested that there might be a convergence of autonomous weapon 
systems and cyber weapons in the future, since the latter might be used to attack the former. 
Another noted that legal reviews would need to consider autonomous weapons at the system 
level, assessing both weapon platforms and the specific weapon controlled by the platform. 
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4. Legal and ethical implications of increasing autonomy 
 
During this session, the speakers addressed the legal and ethical implications of increasing 
autonomy in weapon systems, with a focus on compliance with international humanitarian 
law (IHL) and questions of accountability. 
 
Using the ICRC’s working definition of an autonomous weapon system, the first speaker 
reiterated that any such weapon must comply with IHL rules on the conduct of hostilities, 
suggesting that compliance might differ depending on the specific weapon and its context of 
use. Among the key challenges to IHL compliance, the speaker stressed that it was 
questionable whether a weapon system could be programmed to distinguish between 
civilians and combatants, and in particular whether the definition of a civilian could be 
converted into computer code. Likewise the speaker questioned the ability of a machine to 
apply the rule of proportionality in attack, which involves a balance of different values and 
appears to require uniquely human judgement. 
 
The speaker suggested that national legal reviews were important to ensure compliance with 
IHL, but also expressed the concern that overemphasizing domestic legal reviews could 
provide a legal pretext for weapons that should not be developed in the first place. The 
speaker stressed that an international instrument prohibiting or limiting those weapons would 
be desirable, especially in light of other potential risks, such as lowering the threshold for the 
use of force. The speaker suggested, however, that greater distinction was needed among 
the types of systems that would raise challenges for IHL compliance, and remarked that 
much of the current discussion was based on the assumption that “fully autonomous weapon 
systems” might be possible in the future, which made it difficult to draw definitive 
conclusions.  
 
In conclusion, the speaker questioned whether IHL should be the only criterion to consider 
when judging a new weapon system. In that respect, the speaker highlighted a number of 
questions for further discussion at the international level, including: the need to develop a 
precise definition of autonomous weapon systems as a precondition for discussions 
concerning their legality and eventual prohibition; and the need to encourage more 
developing countries to join debates about autonomous weapon systems, with a view to 
developing a widely accepted international instrument to regulate those weapons. 
 
The next speaker noted that IHL does not contain a general prohibition of autonomous 
weapon systems and that, given the wide range of potential types of those weapons, an 
assessment of their legality cannot be made in the abstract. The speaker also stressed that 
IHL rules on the conduct of hostilities are addressed to the parties to the conflict, more 
specifically to human beings. While the primary subjects of IHL are States, the IHL rules of 
distinction, proportionality and precautions in attack are addressed (implicitly or explicitly) to 
the individuals who plan and decide upon an attack. Those rules create obligations for 
human combatants and fighters, who are responsible for respecting them and would be held 
accountable for violations. 
 
The speaker went on to describe three different stages where human control could be 
exercised in relation to autonomous weapon systems, i.e. in the development, deployment 
and operational phases. A key question was raised as to whether human control in the first 
two stages would be sufficient to overcome minimal or no human control at the last stage, 
where the weapon system autonomously selects and attacks targets. As had been discussed 
in previous sessions, the speaker emphasized that many defensive systems were already 
capable, after initial activation by a human operator, of autonomously selecting and attacking 
targets (third stage) to defend ships, vehicles or ground bases against incoming missiles or 
rockets. 
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The speaker also discussed the challenges posed by autonomous systems to legal reviews 
of new weapons, including the absence of standard methods and protocols for testing and 
evaluation to assess the performance of those weapons, and the possible risks associated 
with their use. Questions were raised regarding: How was the reliability (e.g. the risk of 
malfunction or vulnerability to cyber attack) and predictability of the weapon tested? What 
level of reliability and predictability were considered necessary?   

On the question of a possible accountability gap with autonomous weapon systems, and 
considering only so called “fully autonomous weapon systems” (with no human oversight), 
the third speaker began by examining criminal liability, asserting that the subjective mental 
element (mens rea) – which required proving the intent of a human programmer or operator 
– could be hard to fulfil in some situations. Using the example of a direct attack on civilians 
by an autonomous weapon system, the speaker explained that, applying the International 
Criminal Court’s mens rea standard, one would need to prove that the programmer or 
operator of the weapon intended it to directly attack civilians or knew with certainty that such 
a violation would occur. Applying the Additional Protocol I and customary-criminal-law 
standard of “wilful killing” of civilians, it would be sufficient to prove that the programmer or 
operator wilfully accepted the risk that the machine might take the wrong targeting decision 
and directly attack civilians. The speaker recalled that the standard was one of indirect intent 
(dolus eventualis), which all States party to Additional Protocol I were bound to apply, and in 
that respect, the so-called accountability gap seemed less wide. 
 
The speaker then turned to the law of State responsibility, which, it was argued, is not 
challenged by the development of autonomous weapon systems since, unlike criminal law, it 
does not require a subjective element. The speaker said it would be sufficient for the act to 
be objectively attributable to the State and that attacks carried out by autonomous weapon 
systems would not pose any specific problems with regard to attribution in that respect. If 
faithfully implemented, the framework of State responsibility could have a significant 
deterrent effect, the speaker added, since it forced States to provide guarantees of non-
repetition and full reparation, including compensation for victims. 
 
During the discussion, there was a debate about the role of legal reviews of new weapons 
(as required by Article 36 of Additional Protocol I) in addressing issues raised by autonomous 
weapon systems. One participant stressed their importance in ensuring the compliance of 
any new weapon with IHL but noted that few States currently carried out such reviews. 
Another participant pointed out that the process allowed for very limited transparency, owing 
to the sensitive nature of the information, and that it would be difficult to imagine the sharing 
of review results among States. Finally, another participant argued that, while important, 
legal reviews did not provide a solution to all the questions raised by autonomous weapon 
systems, including the implications for international security and stability. 
 
One participant raised the question of whether autonomous weapon systems might be 
considered indiscriminate weapons. A speaker responded that the question would likely 
depend on the specific weapon system and the context of its use. For example, the speaker 
noted that existing autonomous weapon systems, such as rocket- and missile-defence 
systems, were used to perform a single task in a specific, contained and “uncluttered” 
environment where there was little or no risk of encountering protected objects. However, 
one might imagine an autonomous weapon system designed to be deployed in a complex, 
“cluttered” environment, i.e. where it was likely to encounter civilians and civilian objects, yet 
was incapable of distinguishing military objectives from civilians and civilian objects; in such 
a case, the autonomous weapon system would be considered an indiscriminate weapon. 
One participant emphasized that military commanders were not calling for increased 
acquisition of autonomous weapon systems, because that would go against their aim to 
ensure control over the battlespace. 
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There was also discussion about the notion of “attack” under IHL. A participant emphasized 
that there was no distinction, from a legal perspective, between a “defensive” and an 
“offensive” weapon system, since both were used to carry out attacks. The participant raised 
the question of what constituted an attack, and at what stage an assessment of the legality of 
the attack must be made, i.e. to ensure the attack is discriminate and proportionate. In other 
words, would the assessment be made at the point of activation of the machine, or prior to 
each individual attack? A speaker responded that each use of force must be in compliance 
with IHL, but that for pre-planned attacks, the legal assessments were made at the planning 
stage through tools such as collateral-damage estimates, also taking into consideration the 
available means.7 
 
 
5. Human control 
 
This session focused on human control over weapon systems and the use of force, thus 
providing an alternative approach to analysing autonomous weapon systems from a purely 
technical perspective. 
 
The first speaker explained the concept of meaningful human control over individual attacks, 
arguing that such control was a requirement for IHL compliance, as well as a useful means of 
determining the boundaries beyond which autonomous weapon systems would be 
unacceptable (i.e. without meaningful human control). The speaker highlighted the key 
elements of meaningful human control as follows: 

 information on the military objective; 

 understanding of the technology, including predictability and reliability; 

 information on the context, including time and space limitations; 

 analysis and understanding of how the technology and the context would interact, 
including risks to civilians; 

 human judgement and the potential for timely action; and 

 a framework of accountability. 
 
The speaker emphasized that the rules of IHL applying to attacks were addressed to human 
beings (“those who plan and decide upon an attack”), and therefore the obligation to apply 
the rules rested with humans. Machines could not apply the law, but must carry out 
operations in line with legal judgements made by humans. The speaker raised concerns that 
increasingly autonomous weapon systems risked expanding the notion of attack, which in the 
view of the speaker was a unit of military action limited in time and space, and over which 
individual human legal judgements were required by IHL. The speaker said that existing 
weapon systems were mostly constrained in their functioning in time and space, but that 
relaxing those temporal and spatial limits would necessarily decrease human control over 
attacks, as would allowing machines the latitude to set their own objectives. For example, an 
autonomous weapon system that “hunted” for targets over a wide area would raise concerns 
about human control over attacks, owing to the lack of knowledge about where and when 
each attack would occur. 
 
The second speaker offered another concept of human control based on the decision-making 
cycle that surrounds an attack. Using the targeting process of the NATO Joint Targeting 
Cycle as an example, the speaker explained where human control could intervene in that 
process, and related the level of human involvement in this process to the level of autonomy 
in a particular weapon system. 

                                                 
7 Note: It remained unclear from the discussion whether the moment of activation of an autonomous weapon system would 
constitute an attack, or only the moment when the system used force against a target. This would have an impact on when the 
commander must carry out an assessment of proportionality and determine which precautions to take, and the related question 
of whether it would be possible to effectively take such measures at the point of activation of the weapon system. 
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The speaker explained the various stages of pre-planning and assessment that take place in 
the targeting cycle before and after the use of force. The speaker emphasized that, for 
existing autonomous weapon systems which select and attack targets without human 
intervention, human control was exerted in the phases of the targeting process that preceded 
the weapon’s activation, and during which decisions were taken to select and develop 
targets, and to select a specific weapon for a particular task in a certain context, among 
others. The speaker said that human control was also exerted through operational 
constraints, such as limitations in time and space, which were placed on the use of the 
weapon before the moment at which the system selected and attacked targets 
autonomously. 
 
The speaker asserted that, for existing autonomous weapon systems, although there might 
be no direct human control over the system’s critical functions of selecting and attacking 
targets, the targeting process as a whole was largely human-dominated. However, the 
speaker cautioned that, with rapid technological advances, there might be a boundary 
beyond which machines were given too much control over the targeting process, and human 
control would then be overridden. For example, the speaker said, weapon systems that 
adapted or learned, developed their own objectives and target lists, and changed their 
functioning could present such a risk. 
 
The third speaker introduced ethical and moral considerations related to increased 
autonomy, with a focus on the potential risks and unintended consequences posed by 
autonomous weapon systems. The range of risks mentioned, resulting from those weapon 
systems not functioning as intended, included: fratricide, civilian harm, unintended 
initiation/escalation of conflict, hacking, spoofing and “normal accidents”. The speaker 
emphasized that the magnitude of those different risks would be significantly affected by the 
characteristics of the specific weapon and its context of use, including: the time of operation 
and geographical range of the weapon; the potential damage (related to the munitions the 
weapon fired); the size of the magazine (i.e. the quantity of ammunition); the ability of, and 
time taken for, a human operator to shut down the system; the number of weapon systems 
deployed; and the number of “contacts” with potential targets. 
 
The speaker explained that failures of autonomous weapon systems would certainly occur, 
as with any complex system, and that high-frequency use would still lead to a significant 
number of failures, even with measures taken to mitigate the risk of failure. The Patriot 
missile-defence system was cited as an example of the failure rate in autonomous weapon 
systems; out of 13 engagements in a particular operational period, the system apparently 
had resulted in two fratricide incidents. The speaker added that autonomous systems were 
intrinsically unpredictable in their operation, and that such unpredictability would be 
exacerbated further where such systems came into contact with other autonomous weapon 
systems. 
 
In order to minimize unintended risks, the speaker argued, it was essential to: retain human 
control over critical operations of weapon systems; ensure that human moral agency was 
retained in targeting decisions; and ensure that systems with some degree of autonomy were 
designed with a fail-safe procedure (i.e. deactivation) as a last resort. 
 
During the discussion, several participants stressed that human control over any weapon 
system was not only essential from an ethical and legal point of view, but also from a military 
operational perspective.     
 
One participant asked whether increasing autonomy led to a decrease in (meaningful) 
human control. The speakers responded that this was not necessarily the case, but that it 
would depend on the specific function of the weapon system and the context in which it was 
being used. One participant expressed a preference for the term “human control” rather than 
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“meaningful human control,” since, in their view, human control over a weapon system was 
either present or it was not. 
 
Another participant asked whether existing autonomous weapon systems operated with 
meaningful human control. Speakers responded that certain constraints enabled human 
control to be exerted, in particular, time-and-space restrictions, human selection of the 
specific target, and knowledge of the environment within which the weapon system operated. 
By comparison, one speaker pointed out that concerns about human control would be raised 
in situations where the specific location in which force would be used was not known to the 
user of the weapon system. Another participant added that the distinction between a 
legitimate target (i.e. military objectives) and protected objects (i.e. civilian objects) could 
vary over time and depending on the context. Therefore, in order to maintain human control 
and compliance with IHL, it was essential to control the space and time over which weapon 
systems operated.  
 
 
6. Addressing the challenges raised by increasing autonomy 
 
The final session of the meeting discussed potential approaches to the challenges raised by 
increasing autonomy in weapon systems, and considered how to ensure that human control 
over the use of force is maintained. 
 
The first speaker addressed the issue from a military decision-making perspective, arguing 
for the need to develop an evolving partnership between humans and machines. The 
speaker distinguished between automated and autonomous weapon systems, arguing that 
the former were programmed to a pre-defined set of rules with a predictable outcome, while 
the latter would be capable of deciding on a course of action from among a number of 
alternatives. The speaker added that the overall operation of autonomous weapon systems 
would be predictable, but that individual actions might not be. Based on that distinction, the 
speaker said that it was doubtful whether such an autonomous weapon system could ever 
replace the need for decision-making by a military commander.   
 
The speaker explained that military decision-making always had an intuitive component as 
well as an analytical one, and that it was guided by: professional judgement gained from 
experience, knowledge, education, intelligence and intuition. It would be difficult, therefore, to 
envisage the intuitive part of decision-making being carried out by a machine. The speaker 
stressed that it would always be necessary to have a human-led process for high-stakes 
decisions, such as targeting. 
 
Nevertheless, the speaker cautioned against a pre-emptive prohibition of autonomous 
weapon systems, saying that it would hamper ongoing research on growing autonomy in 
weapon systems with the aim of increasing precision and target discrimination, and for 
defensive purposes. The speaker added that States should focus on their current obligation 
to put in place a robust legal review process to ensure that new weapons complied with IHL.  
 
The second speaker provided a perspective on the development of autonomous weapon 
systems in Russia, explaining that the Russian Ministry of Defence used the term “combat 
robot” to describe a “multifunctional device with anthropomorphic (humanlike) behaviour that 
partially or fully performs functions of a human during particular combat missions”. The 
speaker explained that Russia had recently been investing more and more in the 
development of robotics, including autonomous systems, in both the civilian and military 
spheres, and that, in September 2015, the Russian Defence Ministry had developed a 
Comprehensive Policy “Programme for Development of Advanced Military Robotics up to 
2025 with Forecasts until 2030,” reflecting the main trends in the development of robotic 
systems for military purposes. The speaker explained that all existing Russian Army systems 
were remote-controlled. However, some of these could be used in a partially autonomous 
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mode and, in the future, those systems could be reprogrammed to operate with an even 
higher degree of autonomy.  
 
The speaker described a number of existing robotic systems, noting that Russia’s fleet 
included unmanned aerial vehicles, such as the Orlan-10 (an unarmed reconnaissance 
aircraft) and the Eleron-3SV (a reconnaissance and electronic jamming aircraft), as well as 
the unmanned ground vehicles Raznoboy and Berloga-P, which are used for remote 
controlled radiation and chemical monitoring. In addition, the speaker described future 
models, such as the Cobra-1600 Light Sapper Robot (for remote-controlled reconnaissance 
and bomb disposal), to be deployed in 2016, and several systems being tested, such as the 
Uran-6 minesweeping system, and the Uran-9 unmanned combat ground vehicle, which will 
be designed for combined combat and reconnaissance operations as well as fire support. 
The speaker explained that some systems were at the testing stage, such as the Platforma-
M, which is designed to carry out rescue missions and could also be used to lay smoke 
screens and plant mines. The speaker added that these systems could be used to replace 
personnel and to protect borders. However, the speaker emphasized the importance of 
compliance with IHL, an issue taken seriously by Russia.  
 
The speaker also highlighted some risks posed by autonomous weapon systems, including 
the potential for accidental attacks due to loss of communication, jamming, interception, or 
cyber-security failures. Most notably, however, the speaker stressed that the development of 
autonomous weapon systems might lead to a new arms race and substantially increase the 
risk of armed conflict.  
  
The third speaker provided a different perspective, with five proposals for framing 
discussions on autonomous weapon systems at future meetings within the framework of the 
CCW, namely to:  

 avoid trying to define “autonomous weapon systems” and rather think about autonomy in 
weapon systems, with a focus on critical functions. 

 draw lessons from existing weapon systems with a high degree of automation in their 
critical functions. Understanding the parameters and boundaries that are not problematic 
from a legal and ethical perspective would help to identify developments that might raise 
concerns. 

 increase attention to the implications of both machine-learning systems – in particular, 
the implications for unpredictability – and cyber weapons, since the effects of 
autonomous weapon systems might not be limited to kinetic effects.  

 consider the implications of alternative development pathways for autonomous weapon 
systems, in particular the use of “off-the-shelf” technology to enable the weaponization of 
increasingly autonomous civilian robotics technology by individuals or non-State armed 
groups.  

 reframe the CCW discussions so that the issue centres on the role of the human rather 
than the technology itself. The concept of human control provides a common language 
for States to determine the degree and type of control and oversight over weapons and 
the use of force that is required. 

 
There was debate among the participants on the need for specific regulation or prohibition of 
autonomous weapon systems. Broadly speaking, there were three approaches proposed by 
different participants, which could be pursued individually or in parallel.  
 
Firstly, one participant argued that the existing IHL framework was sufficient to address the 
relevant issues, and that States should focus on better implementation of legal reviews of 
new weapons (as required by Article 36 of Additional Protocol I). Another participant said that 
a disadvantage of such an approach was that the legal assessment of autonomous weapon 



 
Autonomous Weapon Systems: Implications of Increasing Autonomy in the Critical Functions of Weapons.  
Expert meeting, Versoix, Switzerland, 15–16 March 2016. 

22 

systems was open to different interpretations, that there was a lack of transparency 
concerning legal reviews, that such reviews were unilateral, and that the said approach could 
present a risk of legitimizing autonomous weapon systems.  
 
Secondly, as a participant explained, another approach would be to develop a new 
instrument within the framework of the CCW to regulate or prohibit autonomous weapon 
systems. A key aspect of such a process, in the view of the participant, would be agreement 
on a definition of autonomous weapon systems that were to be regulated or prohibited. The 
participant added that such an approach could be pursued in parallel with increased attention 
to national legal reviews. 
 
Thirdly, another participant proposed an IHL-compliance-based approach to the issue, which 
would build on existing obligations in order to better understand where developments in 
autonomous weapon systems might raise concerns. The participant said that there was 
some consensus on the need for human control, or the involvement of humans, in weapon 
systems and decisions to use force, but that there was currently a need to determine the kind 
and degree of control that was necessary to comply with existing IHL. That analysis would 
help to draw a line between autonomous weapon systems that might be acceptable, 
including some existing systems, and those that might need regulation or prohibition.  
 
Another issue raised during the discussion was the lack of clarity about whether there was a 
genuine distinction between “highly automated” and “autonomous” weapon systems. One 
participant said that it would be possible to define autonomous weapon systems of concern 
and “draw a red line” for those weapons that must be prohibited. However, another 
participant noted that highly automated weapon systems raised similar legal and ethical 
questions, and that “fully autonomous” weapon systems might never exist.  
 
Another participant cautioned against focusing solely on definitions, calling for a more 
proactive approach to addressing the challenges, and pointing out that the debate on 
definitions had already been going on for many years, while the CCW process had lagged 
behind rapid technical developments in the field. One speaker responded that there was a 
need to delineate the scope of the discussion, but that lessons could be drawn from case 
studies of autonomy in existing weapon systems. Another speaker added that a focus on 
human control would enable a better understanding of the requirements under IHL and a 
means to develop more concrete proposals to address weapon systems of concern. 
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The subject of autonomous weapon systems has drawn increasing attention in recent years. 
Although the debate about such systems has grown significantly since the publication of the 
US policy document entitled The Role of Autonomy in DoD [Department of Defense] 
Systems, autonomous weapons have been around for more than a century. During the First 
World War, aerial torpedoes were developed. These were ground-to-ground guided missiles 
which, after launch, were completely autonomous. During the Second World War, the 
development of guided missiles continued, and today weapons with a high degree of 
automation, or self-guidance, can be found in the inventory of most States. 
 
There are several reasons for the ongoing debate about autonomous weapons. One 
concerns the word “autonomous”, which implies self-governance and decision-making. 
Weapons are used in armed conflicts, and the use of weapons leads to people’s death. 
Therefore, the question arises: Will autonomous weapons make decisions over life and 
death? However, the anthropomorphic use of words causes confusion. Machines, as we 
know them today, and in the foreseeable future, will remain machines. The “autonomy” of 
autonomous systems is created by complex computer programs. Computers compute, and 
the results, however amazing, are the result of calculations. Human attributes, in contrast, 
are different from machine characteristics; many of the words used to describe 
characteristics, such as “learning”, “autonomy” and “decisions”, have a completely different 
meaning when referring to machines as opposed to humans. 
 
In technical contexts, the word “autonomous” is used to describe a system which, without 
direct influence from an operator, can act in an unknown environment or handle unexpected 
events. Engineers use the word “unexpected” to describe events in the environment that are 
not foreseen in detail: for example, exactly how a road turns, and how the wind speed varies 
over time. That the road can turn and the wind speed vary is, however, anticipated and 
described comprehensively in a model of the environment. Aircraft autopilots, for example, 
are designed to handle gusts and changes in the load and centre of gravity, the details of 
which are unknown but which are, in the model, expected variations in the environment. 
These changes are new conditions which are in some sense anticipated. What distinguishes 
an automated system from an autonomous system is merely the perception of the complexity 
of the functions that are automatic. The word “automatic” is often used for individual 
functions, but “autonomous” is used for an assembly of several “automatic” functions. There 
is no clear boundary between what is perceived as an “automatic” function and an 
“autonomous” system. A well-known and familiar technology is more often referred to as 
“automatic”, while new automated technology is labelled “autonomous”. 
 
The automation of a function requires knowledge and understanding of the task to be 
performed. The piloting of an aircraft today is considered simple automation. An autopilot, 
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just like a human pilot, needs to compensate for small unforeseen changes in conditions, 
such as wind gusts. The autopilot must “understand” the aircraft’s behaviour, e.g. how the 
aircraft reacts when a rudder is turned. This “understanding” is a description of the world the 
aircraft operates in. It can be a mathematical description, or model, of the relations between 
actions and reactions. The aircraft will go up if the elevator (the rudder controlling elevation) 
is turned up, and left or right if the sideways rudder is turned left or right. The model also 
describes the aircraft’s dependency on gravity, wind, Earth rotation, etc. 
 
The model describes the universe in which the system acts – its design space. Every 
autonomous system is designed to act within that space. There is always a model defining 
the system’s universe. It can be explicit, with mathematical descriptions of known physical 
laws, as in the aircraft control example, or implicit, such as a black box. The black box can be 
the result of a complex process where mathematical methods have been used to design a 
model without explicit human understanding of all details. This is the typical result of 
“machine learning”, another anthropomorphic use of words. Machine learning, along with the 
recent term “deep learning”, is a method of identifying patterns and structures and storing 
them in a model. The model can be the basis for an autonomous system, which can then act 
within the model’s universe, the system’s design space. Once a system is placed outside its 
design space (i.e. owing to a truly unforeseen event), its response is unpredictable by 
definition. From a human perspective, the response might be good, or it might be “bad”, but it 
cannot be foreseen. How to make the design space as big as possible, i.e. in some sense to 
foresee as much as possible, is an engineering challenge. 
 
There are several reasons for introducing a higher degree of automation in military systems. 
They include increasing performance and reducing costs, in addition to reducing operator 
risks. Superior performance in terms of speed is a key factor in an armed duel. Humans have 
a limited ability to respond to rapid sequences of events, and when information is collected 
and processed, and decisions must be taken within fractions of seconds, machines are 
usually better suited to the task than humans. There is a contradiction between the 
requirement for human control of a weapon’s effect and the weapon’s performance. In 
military contexts this is not a new situation. In military operations, there is often limited time 
for decisions, and situations cannot always be thoroughly analysed during combat. 
Therefore, the decision on the use of force is a well-defined process based on doctrines, 
methods of warfare and rules of engagement. The use of a weapon must be preceded by 
analysis and the development of doctrines, manuals and training programmes, and the more 
complex the system, the more extensive will be the preparations that are needed. 
 
One source of the arguments against autonomous weapons is their perceived 
unpredictability, since weapons that can kill should not be unpredictable. The focus on 
unpredictability is due to the complexity of autonomous systems. However, complex systems 
are used in other areas where failures might have catastrophic consequences. Systems 
which, if malfunctioning, can cause danger, harm or even death are called “safety-critical 
systems”. Typically these are aerospace, nuclear-power, rail and weapon systems. The 
performance, use and development of these systems, which can threaten human safety, are 
regulated in many respects by legislation or common standards. The failure, or unintended 
effects, of a complex technical system is seldom the result of a single cause. Since a 
complex system is developed over a long period by many people, manufactured by others 
and often operated by an organization different from the producer, there are many possible 
reasons for an undesired effect. In the case of failure, it can be difficult to trace it back to a 
single reason or person responsible. Therefore, legislation and standards for the 
development and use of such systems exist in many areas. Safety-critical systems need a 
thorough analysis of their technology, intended use and possible unintended use. 
 
It is difficult to imagine a definition of criteria or characteristics that would aim to draw a line 
between an acceptable level of automation and an unacceptable level of autonomy from a 



 
Autonomous Weapon Systems: Implications of Increasing Autonomy in the Critical Functions of Weapons. Expert meeting, 
Versoix, Switzerland, 15–16 March 2016. 

25 

technical perspective. Since the “level” of autonomy is not well defined, it will be dependent 
on the situation and the system. Requirements might be formulated with a focus on system 
reliability, procedures for development, and the development of doctrines and training 
programmes. Such requirements do not depend on a specific technology, but on 
performance, controllability and use. 
 
All we fear, and all we hope for, has already been written about with respect to autonomous 
weapons. The debate is partially influenced by psychological driving forces that also have 
close links to the use of anthropomorphic concepts. Fiction, in particular science fiction, has 
described many of these driving forces in a long line of books. The fear that robots could be 
callous and merciless killers appears repeatedly in discussions. Science fiction provides a 
guide to understanding the elements of the debate, and an overview of the threats conjured 
up by those who are opposed to autonomous weapon systems, along with the opportunities 
they present. The Terminator movies, with the artificial intelligence, Skynet, are of course the 
typical example of the artificial intelligence threat, but as early as 1953, Philip K. Dick wrote a 
novel entitled Second Variety (which became the film Screamers), about fully autonomous 
weapons that are self-learning and that ultimately threaten all of humanity. The movie Dr. 
Strangelove or: How I Learned to Stop Worrying and Love the Bomb (1964), which was 
based on the novel Red Alert (1958), deals with the problems of the arms race and the 
possibility of an accidental nuclear war caused by the automation of weapons. The list goes 
on. Every conceivable threat and opportunity has been described in the literature. 
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Focusing the debate on autonomous weapon systems:   

A new approach to linking technology and IHL 
 

Speaker′s summary 
 

Lt Col. Alan Schuller, Stockton Center for the Study of International Law, 
US Naval War College, USA1 

 

 
The Stockton Center for the Study of International Law has embarked on a year-long project 
to link international humanitarian law (IHL) to the technology and military application of 
autonomous weapon systems. Our goal is to create an objective report that can be used by 
researchers as well as by policymakers and practitioners. Today I would like to share with 
you some thoughts regarding a different approach to evaluating the characteristics of 
autonomous weapon systems. I invite you to challenge your assumptions regarding the 
development of technology and how the law will apply to these systems. 
 
With regard to defining autonomy, we must stop trying to describe the category of 
autonomous systems as a whole and focus instead on delineating what combinations of 
autonomy would potentially be unlawful. Simply put, “autonomous weapon systems” is an 
overly broad category when attempting to devise all-encompassing legal principles. The 
technology is too diverse to describe succinctly yet comprehensively from a legal 
perspective. Further, “select and engage” may be useful in describing a segment of 
automation that we should look at carefully because of its operational significance, but it is 
less helpful in defining a category of automation that is legally objectionable. Instead of 
attempting to describe and regulate the entire possible spectrum of autonomy, therefore, we 
should establish best practices, delineating distinct combinations of autonomous 
technologies that cause us particular concern. 

 
A simple construct to frame the discussion is the “OODA loop” (a decision cycle of observe, 
orient, decide and act). I am not referring, however, to where a human might be placed vis-à-
vis the cycle, but instead to which puzzle-shaped pieces from the loop have been delegated 
to computers. For it is the ever-increasing surrender of portions of the OODA loop to 
machines which may ultimately lead to issues with IHL compliance. In this context, pieces 
might consist of authority (e.g. in the precise programming or learning capacity of the 
computer) and/or physical capabilities (e.g. the ability to loiter for a long duration). As such, 
the critical issue bearing on IHL compliance may not be whether the machine “selects and 
engages” without human intervention, but rather whether it has been granted some critical 
combination of functions that effectively delegate the decision to kill from human to machine. 
For if a machine is able to precisely identify (both in terms of the nature of the object and its 
location in time and space) and attack a narrowly defined target provided to it by a human, 
the machine did not select the target as the object of the attack; the human did. As such, the 
question necessarily becomes: can the actions of the machine reasonably be traced back to 
the decision by a human to attack the target or class of target? 

 
The decision to kill, which invokes analysis under IHL, is without question a human’s burden.  
This decision inherently implies IHL analysis deriving from the potential use of force. This is 
not a digression into philosophical inquiry; it is instead in this case a technological evaluation. 
Have we ceded so much autonomy – so many pieces of the OODA loop, or more 
importantly, just the right combinations – that we can no longer say that a human functionally 
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decided to kill? Importantly, this does not mean that a human was temporally proximate to 
the moment of kinetic action. We could avoid functionally delegating the decision to kill, for 
example, by means of carefully tailored computer programming or a control tether. 
 
So how do we prevent ourselves from functionally delegating that which we may not 
delegate? Predictability is the key. But not all aspects of the system must be predictable.  
There is, of course, great potential military advantage to be gained by providing advanced 
machine learning, for example, to those aspects of a machine which either do not bear on 
IHL compliance or do not combine with other autonomous features to functionally delegate 
the decision to kill. Those aspects of the system, however, which in combination may affect 
our ability to reasonably predict compliance with IHL, are where we must focus our 
evaluation. Like most IHL requirements, our ability to predict the machine’s actions must be 
based on a standard of reasonableness. A lower standard would encourage us to unlawfully 
relieve ourselves of the obligation to comply with IHL by blaming computers for violations. A 
higher standard would be unreasonable, given the complexity of computer programming as 
magnified by the fog of the battlefield.  

 
Predictability cannot diminish past the point where we can reasonably say that a human was 
in control of compliance with IHL. Importantly, this is not the same standard as physical 
human control over the actions of the machine itself at the time of lethal kinetic action. It also 
does not mean that a human made a decision on IHL compliance that was temporally 
proximate to a lethal attack. It means that we can reasonably predict what decision the 
system will make and that we are reasonably certain the system will comply with IHL. If we 
can reasonably predict compliance, we can maintain effective control despite our level and 
type of interaction with the machine at the time of lethal action. If, on the other hand, we 
cannot reasonably predict whether the machine will comply with IHL, it is potentially 
unlawfully autonomous.   

 
We must stop trying to draw a line between autonomous and automated. This is a futile effort 
that attempts to paint over infinite shades of grey with a facade of order. It is also likely a 
quest to know the unknowable. Most importantly, there is no legal tipping point inherent in 
these descriptions because they are non-linear at best and arbitrary at worst. More 
automation does not always lead to autonomy or to legal objections, and broad-brush 
categorizations are therefore not useful in describing specific combinations of autonomy 
which are legally problematic. Instead, we must focus on whether specific combinations of 
pieces from the OODA loop have been surrendered to a computer such that we have 
functionally delegated the decision to kill to a machine, since a human can no longer 
reasonably predict compliance with IHL. 
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ICRC working definition of autonomous weapon systems  

 
Speaker′s summary 

 
Dr Neil Davison, Scientific and Policy Adviser, Arms Unit, Legal Division, ICRC 

 

 
 
Note: For a summary of the issues raised in this presentation, see Section 2 of the ICRC’s 
background paper in Part III of this report. 
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SESSION 2: AUTONOMY N EXISTING WEAPONS 

 

 

Missile defence systems that use computers:   
An overview of the Counter-Rocket, Artillery and Mortar (C-RAM) system 

 
Speaker′s summary 

 
Dr Brian Hall, Joint Chiefs of Staff, Department of Defense, USA 

 

 
The speaker presented an overview of the technical operation and military utility of a general- 
category semi-autonomous weapon system, specifically, the Counter-Rocket, Artillery and 
Mortar (C-RAM) system. The presentation covered why and how this system was developed, 
how it functions, and whether the system has performed as intended. 
 
The speaker emphasized that functions and features of the C-RAM system were developed 
specifically in relation to its military role. He said that the content of the presentation should 
not be misconstrued as reflecting broader principles related to functions and features to be 
applied to other weapon systems, including systems that were computer-aided and -enabled. 
For example, just because a particular function might be important to C-RAM’s operation, 
that did not mean that the same function would be important for all weapon systems 
displaying an element of autonomy. What functions were important for a particular system 
depended upon that system’s purpose – in the case at hand, the protection of military forces, 
civilians and infrastructure. 
 
The speaker showed a short video to demonstrate that C-RAM was actually a system of 
systems. That helped the audience to better understand that its capability encompassed not 
just the Land-based Phalanx Weapons System (LPWS), but an integration of various threat-
detection, threat-warning, command-and-control and engagement features. That design 
configuration was the direct result of the original operational need identified in 2004 during 
multinational operations in Iraq. The need had been translated into a capability designed to 
react quickly and effectively with greater precision and accuracy than any existing methods 
to counter the rocket, artillery and mortar threat to soldiers and civilians. 
 
The speaker then explained that the C-RAM technology was not new, but had been used by 
the US Navy since the early 1960s as a terminal defence against anti-ship missiles. Further 
development of the land-based version of C-RAM complied with the US Department of 
Defense acquisition and procurement processes. In those processes, defence acquisition 
professionals fully understood the need for a new system and conveyed that requirement to 
industry. Emphasis was placed on the many types of professionals ensuring that any new 
weapon system met valid operational requirements, worked as intended, could be designed 
and used in safety and complied with legal convention. To dismiss any notion that the US 
acquisition and procurement processes were simple, the speaker showed the audience the 
current graphic describing the complex US Integrated Defense Acquisition, Technology, and 
Logistics Life Cycle Management System. The speaker emphasized that, embedded in any 
system’s life cycle were numerous, recurring weapon review boards and weapon system 
safety reviews demonstrating legal compliance and adherence to safety standards. 
 
The presentation then included discussion emphasizing C-RAM as a mix of human decision- 
making and automation encompassed within a system-of-systems architecture and a 
concept of operations. Both of those clearly showed C-RAM to be a semi-autonomous 
weapon system with inherent safeguards to prevent unintended use. 
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In closing, the speaker noted that the integrated system had protected people and property 
by shooting down missiles and mortars in hundreds of attacks since 2005. It did that by 
leveraging the advantages derived from the use of computers and human abilities. 
Specifically, automation had been used to optimize the timing and increase the precision of 
fires used for tasks within the overall protection mission. C-RAM had simply worked as 
intended. 
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Missile- and rocket-defence weapon systems 

 
Speaker′s summary 

 
Gp Capt. Ajey Lele (Ret’d), Institute for Defence Studies and Analyses, India 

 

 
Various defensive mechanisms are available to guard against incoming missile attacks. This 
presentation discusses several important missile-defence systems and their efficacy for 
twenty-first-century warfare. The presentation highlights the autonomous nature of such 
systems and the debates regarding their future development. 
 
Broadly, autonomous weapon systems are “fire-and-forget” systems which, once activated, 
select and engage targets on their own without any human intervention. A given weapon 
system may be either offensive or defensive; however, owing to the nature of warfare, fully 
autonomous systems are expected to belong to the defence category. It is not possible for a 
missile system to choose a target on its own, because no machine can decide why, when, 
where and how to start a conflict unless, and until, it is programmed to do so. Technically and 
technologically, if any missile is in attack mode without exact knowledge of the target 
activated, then its seeker is likely to search for the target in its field of view and would 
eventually get confused. In this process, it would run out of fuel and make the self-tasked 
mission unproductive. 
 
Presently, the known and successful defensive systems, and those under development, that 
are fully autonomous in selecting and attacking targets are: counter-rocket, artillery and 
mortar systems, such as Iron Dome, and anti-missile systems, such as Terminal High 
Altitude Aerial Defense (THAAD), S-400, etc. 
 
For any system, once the target has been identified, the rest of the work is done mostly by 
the guidance system. This combines navigation-satellite and path-computing units with a 
guidance control system. The navigation-satellite and computational unit calculates the path 
and trajectories, and the guidance system then controls the operation of the interceptor 
missile. The incoming threat gets detected by land-based radar for short-range targets, and 
by radar satellite for threats coming from a distance. The radar sends data to the control unit, 
which calculates the threat trajectory, and, on that basis, sends the signal to the most 
appropriate unit that will effectively intercept the incoming threat. The “artificially intelligent” 
controller controls this whole process. The controller, guidance and seeking systems are able 
to differentiate between friendly aircraft and an incoming threat. 
 
It is important to note that autonomy cannot be absolute; there may be either a low or a high 
level of autonomy. Interception can be either endo-atmospheric or exo-atmospheric – that is, 
it can take place either inside or outside the Earth's atmosphere. Anti-missile defence 
systems would be kept in a “ready state” depending on the threat perception. It is possible 
that in some cases they would always remain in operational mode. The nature and 
performance of the defence system also depends on what type of threat the systems have 
been designed to address. The performance of various autonomous missile defence systems 
is better if they are designed to address an incoming ballistic-missile threat. The existing 
level of technology shows limitations in addressing cruise-missile threats. Also, in case of a 
saturation raid, the effectiveness of such systems, even against ballistic missiles, becomes 
degraded. The ongoing technological developments in cyber weapons and other non-kinetic 
weapon fields could emerge as better options for addressing incoming missile threats in the 
future. Also, the limitations of missile-defence systems in countering directed-energy 
weapons, such as lasers, are becoming more evident. 
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A good example of a short-range system is Iron Dome, which is a counter-rocket, artillery, 
and mortar system capable of intercepting multiple targets from any direction. The 
autonomous guidance and control system of the Iron Dome is capable of intercepting only 
those targets which represent a high-priority threat according to the system configuration. In 
addition, this system is able to successfully intercept 90% of incoming threats from a 4-km 
range. For threats coming from a longer distance, the most suitable missile-defence system 
currently is THAAD. When a threat missile gets launched, an infrared satellite detects its heat 
signature and sends an early warning and other useful real-time tracking data to the ground-
based system through a communications satellite. When the threat is confirmed by analysis 
(with no human involvement), the appropriate command gets delivered to sensors and 
weapon systems. After that, the long-range radar detects and tracks the missile for some 
time to improve accuracy. The tracking data helps to calculate the near-accurate trajectory of 
the incoming threat missile. Among the group of batteries available to address the threat, the 
most effective interceptor battery is engaged and carries out the interception. The complete 
process of killing the missile is fully autonomous in nature and hypothetically has very high 
efficiency. 
 
The performance of various autonomous missile-defence systems can be constrained owing 
to a number of factors. These include the technical configuration of the computational units, 
seeking radars, control algorithms and missile controls, the speed of communication between 
different units and how tracking the target affects system performance. 
 
Apart from missile-defence systems, there are some other autonomous weapon systems 
involving rocket technologies. These are space-based autonomous systems which could be 
used to target space-based systems, as well as targets on Earth. It is important to note that 
such systems at present are mostly in the realm of theoretical possibility; however, it is 
possible that States could make such systems operational in the near future. 
 
Currently, the trend in the development of missile-defence and space-based systems is 
toward increasing autonomy. Technically, 100% autonomy could be considered a myth; 
however, the degree of system autonomy is expected to increase many times over in the 
near future. The ability to effectively control missile-defence and space-based weapon 
systems would depend on a number of factors. Missile-defence capability is emerging as a 
cornerstone of strategic doctrine for some States. Also, there are situations where missile-
defence systems are used more for geopolitical reasons, and such systems are also known 
to have “deterrence” potential. Unfortunately, all of the nine nuclear-weapon States in the 
world are known to be increasing their nuclear arsenals at present. Similarly, investments in 
missile-defence systems and space-based weapon systems are also expected to rise. All of 
this would demand increasing autonomy in such systems. 
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Sensor-fused munitions, missiles and loitering munitions 

 
Speaker′s summary 

 
Dr Heather Roff, Senior Research Fellow, Department of Politics and International Relations, 

University of Oxford, UK, and Research Scientist, Global Security Initiative, 
Arizona State University, USA 

 

 
The presentation sought to answer four main questions: (1) What is the state of military 
weapon technology today? (2) Where do we see autonomy in “critical functions”? (3) What is 
the trajectory of autonomy in weapon systems? (4) Where will we likely see autonomous 
weapons develop? 
 
1. The state of military weapon technology today 
 
In assessing the present state of military weapon systems, I looked at the top five weapon-
exporting countries (the USA, Russia, China, Germany and France) and surveyed their 
presently deployed missile and bomb arsenals. These five countries make up 74% of the 
world’s arms trade, and as such are leaders in weapon development and export. The data 
consist of over 230 weapon systems.   
 
The data suggest that most advancements relate to homing, navigation, target acquisition, 
target identification, target prioritization, auto-communication, and persistence (or the ability 
to loiter). Systems are able to direct themselves to particular locations in space or to 
particular targets, and, once there, more advanced systems can identify targets automatically 
or may be able to communicate with other deployed munitions. Present-day systems lack the 
ability to give themselves goals or missions, and only some systems are able to update or 
change plans once deployed. The ability to change plans is most often related to navigation 
functions and not to the prosecution of an attack.  
 
2. Autonomy in “critical functions” 
 
Autonomy in “critical functions,” or those functions related to the selection and engagement 
of a target, is present in some current systems. However, there is open debate as to whether 
“autonomy” here means the mere ability to respond or react without intervention or direction 
by a human operator, or something more robust, such as cognitive capacities in making a 
“decision”. For the sake of this presentation, almost all data was coded as binary (as either a 
zero or a one), so as to move away from whether the system was “autonomous” or 
“automatic”. For example, there are systems that possess automatic target-recognition 
software, enabling them to find a target on their own, match that target to a target-
identification library or database, and then fire on the target. This is coded as a one. What is 
more, close-in defensive weapon systems are also capable of sensing a target, prioritizing 
that target and firing on it without the intervention of a human operator; these are also coded 
as a one. 
 
That said, in current weapon systems, the “selection” of targets may be better thought of as 
“detection”. Present-day systems have various sensor capabilities that allow them to 
perceive their surroundings and then to recognize potential targets (such as enemy radars or 
tanks). Once deployed, these systems are constrained in the types of targets they can fire 
upon, as only those targets that match the target-identification library would be seen as 
“matches”. In cases where a specific location in space is the target area, that location has 
been chosen by a human, and in cases where lasers are designating a target object, a 
human is also choosing that target. In limited cases, such as anti-ship missiles, these 
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systems are also utilizing various sensor capabilities to navigate, locate and identify targets 
(ships). Once there, they are able to select from among various identified targets, but it 
appears that they do so by prioritizing, ostensibly given some sort of predefined criteria. 
Loitering munitions may or may not have a “human in the loop” to select a target.    
 
3. Trajectory of autonomy in weapon systems 
 
The trajectories of autonomy in weapon systems can be considered along several continua. 
From the 1960s onwards, there were significant developments in homing, navigation and 
mobility. Instead of dropping unguided bombs, developments towards self-propelled guided 
missiles were of primary importance.     
 
The 1970s and 1980s began to see more development of capabilities related to target 
identification, image discrimination, and target ranking or prioritization. These advancements 
are more than likely due to the technological advances made in sensor technologies in the 
1970s, as well as in image-processing capabilities, through software development, 
microelectronics and microprocessor speeds, among others. What is more, the pursuit of 
long-range munitions required that they be able to direct themselves to particular targets, 
and, once there, identify those targets. Thus, strategic choices related to stand-off 
capabilities affected the acquisition and adoption of more self-mobile and self-directed 
weapons. 
 
Today, with advances in machine learning, especially those related to image recognition and 
classification, there are movements to utilize these technologies in target recognition.  
Particularly, there is a desire to use advances in artificial intelligence to enable automatic 
target recognition so that the system can adapt and learn new targets when an adversary 
force changes tactics. Moreover, with growing capabilities to deny the manoeuvrability or use 
of stand-off weapons, militaries are also seeking to find new ways of utilizing miniaturization 
in electronics and robotics. Progress in swarming techniques is also enabling autonomous 
capacities in groups of vehicles or vessels so that these systems will be able to prosecute 
attacks with or without direct communication links.  
 
4. Areas of autonomous weapon development 
 
There are potentially three areas to consider for autonomous-weapon system development: 
single platforms, combinations of legacy systems and modular systems. 
 
Single platforms 
 
Single-platform weapon systems or munitions, such as missiles, bombs, torpedoes or mines, 
are one potential area of autonomous weapon development. Such systems are better 
thought of as either a single platform (or swarm) with munitions on board, or as a single 
munition. The development of unitary autonomous weapons can be considered intentional. 
These are likely to be used in conjunction with other systems, but the systems can be 
thought of as “closed” or unitary. Maritime and air domains are the most likely areas in which 
these systems would be used, as there are fewer difficulties with obstacle avoidance.   
 
Combinations of legacy systems 
 
There is a likelihood that autonomous weapon systems will not appear first in the form of 
single platforms or single munitions. Rather, what is more likely is the combination of various 
legacy systems that enable a functionalist approach to autonomous weapon systems. In 
other words, depending upon the type of task or mission requirement, militaries may combine 
existing unmanned platforms with one another in collaborative exercises. Air, land and sea 
platforms may be combined in one system, with various semi-autonomous and/or loitering 
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munitions attached to these platforms. The result would be that human control over critical 
functions may be stressed or functionally eliminated, so that the actual choice of targets is 
not under the control of a human operator or commander.    
 
Instead, a human commander chooses the battlespace, and any potential targets within that 
space are “selected” by the weapon system (e.g. if the battlespace is suppressing enemy air 
defences, etc.). The human commander cannot know which targets will be destroyed, except 
that they will be in a particular geographic area. Depending upon the autonomous capacities 
of the platforms (such as mobility, navigation, auto-communication sharing, etc.), the number 
of platforms in the collaborative operation, the geographical space within which the systems 
can function and the length of time that such systems can operate or extend operations by 
deploying further loitering submunitions, one could judge that, though no one single platform 
is an “autonomous weapon”, the combination of multiple semi-autonomous systems yields an 
autonomous weapon system in a larger and functionalist sense. 
 
Modular weapon systems 
 
In contrast to the above scenario, in which existing platforms and munitions are combined to 
yield a functionally autonomous weapon system, with the modular approach to autonomous 
weapons, various parts of platforms, munitions, sensors and the like are produced as stand-
alone modular components that can be assembled in various configurations. This approach 
would entail a blending of the intentionalist and functionalist approaches to autonomous 
weapons. Here there is no single, unitary autonomous weapon designed for one role, but 
neither is there a combination of existing unitary semi-autonomous weapons in a 
collaborative role that yields a functionally autonomous weapon system. Rather, it is a 
combination of the two. Each modular component is designed to complete a task and to be 
compatible with other modular parts, it being foreseeable that in certain combinations they 
may yield autonomous weapons. Such an approach could be domain-specific, such as the 
use of modular components with subsurface systems, or multi-domain, where components 
may fit on a variety of platforms or munitions in the air, on the ground and at sea. 
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SESSION 3:  EMERGING TECHNOLOGY AND FUTURE AUTONOMOUS 

WEAPONS 

 

Emerging technology and future autonomous weapons 
 

Speaker′s summary 
 

Dr Ludovic Righetti, Max Planck Institute for Intelligent Systems, Germany 
 

 

Trends in civilian robotics 
 
The past few years have seen the emergence of several trends in civilian robotics. The 
technology necessary to create autonomous2 cars, flying drones or underwater vehicles has 
existed for several years. It means that a car can drive autonomously (without any human 
intervention) with reliability. However, such cars are not yet available on the consumer 
market, mainly because of certification, reliability and liability issues. Who is responsible if an 
autonomous car is involved in an accident: the car manufacturer, the team that programmed 
the software driving the car or the car’s owner? Autonomous vehicles make driving decisions 
without any human intervention, and therefore no human is directly responsible in the case of 
an accident. This exemplifies the difficulty of certifying the behaviour of an autonomous 
machine operating in a complex and unpredictable environment and ensuring reliability under 
those conditions. 
 
Apart from autonomous driving or flying, complete autonomy in human environments that are 
constantly changing, and are not predictable, remains a great scientific challenge. First, a 
machine needs to use its sensors (cameras, Global Positioning System (GPS), etc.) to build 
a representation of the world that would allow it to make decisions (e.g. map its 
surroundings, detect people, recognize objects, etc.). Enabling a machine to understand its 
environment is extremely hard, and yet it is of major importance for any autonomous 
machine. In addition, algorithms that can make decisions based on this information are also 
very limited, and usually do not perform very well in complex and changing environments. 
The understanding of perception and decision-making algorithms that are scaled to complex 
and unpredictable environments remains a fundamental scientific issue in robotics research. 
 
Therefore, many industrial or service applications of robotics are carried out either in 
environments of lower complexity (i.e. inside a factory where the environment is known in 
advance) or using supervised autonomy (i.e. a human operator still gives detailed 
instructions to a robot). For example, an operator can ask a robot to walk towards a goal, and 
the robot will control its balance and footsteps to walk in the desired direction without further 
intervention. If an unexpected event happens before the robot reaches the goal, the robot will 
stop and ask for further instructions. The US Defense Advanced Research Projects Agency 
(DARPA) Robotics Challenge of June 2015, which involved some of the most advanced 
robotics research laboratories in the world, was an example of supervised autonomy. In this 
case, robots had to achieve several tasks related to a disaster-response scenario, such as 
walking over complicated terrain, using a tool to break through a wall or climbing a ladder. 
For all these tasks, a remote operator was allowed to send commands to the robot to help it 
accomplish the tasks (e.g. by specifying good spots to place its feet or identifying a tool in an 
image). Even in the case of supervised autonomy, this challenge showed fundamental 
limitations in completing these tasks quickly and reliably. 
 

                                                 
2 In the following, we use terms such as autonomy, decision-making or understanding. These terms refer to technical 
characteristics of machines and not philosophical concepts. For example, autonomy in robotics has nothing to do with free will, 
but relates to a machine’s ability to accomplish complex tasks without human intervention. 
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How can we make sure that a machine will never fail?  
 
From a technical point of view, it is impossible to guarantee that an autonomous machine will 
never fail, because it is impossible to enumerate all the possible combinations of events that 
might lead to a failure (people crossing the street, a car sensor failure, etc.). Can we at least 
guarantee that the worst-case failure will be limited, and know how often it might fail? This is 
a very difficult question to answer. For example, an autonomous car uses its sensors 
(cameras, 3D sensors, GPS, etc.) to build a representation of the world: where is the road? 
Are there any pedestrians trying to cross? Is there a traffic light? It also uses other sources of 
prior knowledge, such as a map of the area where it can locate itself, potentially containing 
an indication of the location of traffic lights or current construction areas. After combining 
these pieces of information, the car algorithm (i.e. the software program) makes a driving 
decision: break, accelerate, turn, etc. Since the algorithm that makes the decision is based 
on this constructed representation, it is very hard to predict what will happen in every 
possible situation. What will happen if one sensor does not work very well, if someone tries 
to trick the perception system by jumping around the car, or if the car is in a situation that has 
never been seen before? While it is possible to test the machine in many situations, it is 
impossible to test for every possible occurrence in an unpredictable environment. While there 
are no absolute guarantees, methods are being developed to provide at least statistical 
information about the likelihood of failure and guarantees in relation to the worst-case 
scenarios. Nevertheless, as machines become more complex and more autonomous, 
providing such guarantees becomes harder. For example, one can show that an autonomous 
car is working well by driving it many thousands of miles under various weather and traffic 
conditions. Therefore, it is possible to say that there is a high probability that the car will keep 
working well, but it is impossible to guarantee that it will never cause an accident. 
 
What is machine learning?  
 
Another trend that has been publicized recently by the media is the progress made in 
machine learning and its consequences. Machine learning is a field of science mainly 
concerned with the problem of finding statistical relationships in data. Machine-learning 
algorithms are increasingly being used in robotics and other engineering fields. By exploiting 
data generated from real-world examples, one can create algorithms capable of very high 
performance. For example, detecting a cat in an image is best done using machine learning. 
It is important to understand that machine learning, despite what it suggests, does not 
correspond to learning in the sense understood for humans. Machine learning is roughly 
divided into three categories3: supervised learning, reinforcement learning and unsupervised 
learning. 
 
Supervised learning uses a set of examples with a label informing the algorithm of the 
expected output. For example, if we have a large dataset containing images of cats and 
images without cats, we can use machine learning to create a classifier that will be able, after 
learning, to decide whether there is a cat in the picture (or, more frequently, it will give us the 
probability that the image contains a cat). Deep learning is a supervised learning technique 
based on artificial neural networks that was invented decades ago, but that has become 
extremely successful recently owing to improvements in computing power. Neural networks, 
while inspired by the connectivity of the brain, have nothing to do with a human brain. They 
are just a convenient way to represent a mathematical function by using many simple units 
(the artificial “neurons”) connected together. Each unit computes a number based on its 
inputs. The output of the neural network will be something like the sum of the output of all 
these units.4 Deep learning consists of many layers of these neural networks connected 
together, and is very effective in extracting the statistical relationship between inputs and 

                                                 
3 This follows the description by Yann LeCun, a leader in deep-learning research, https://interstices.info/jcms/p_89081/les-
enjeux-de-la-recherche-en-intelligence-artificielle (in French). 
4 Note that in practice it is a bit more complicated than just a summation, but the idea remains the same. 

https://interstices.info/jcms/p_89081/les-enjeux-de-la-recherche-en-intelligence-artificielle
https://interstices.info/jcms/p_89081/les-enjeux-de-la-recherche-en-intelligence-artificielle
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outputs using massive amounts of data. Its biggest successes so far are in computer vision 
and language processing. For example, these neural networks can be trained to recognize 
objects in a picture (such as the cat in our previous example) with a very high degree of 
accuracy. While it represents extraordinary technology and allows very complicated 
problems to be solved, deep learning is very far from any form of intelligence. 
 
In reinforcement learning, algorithms learn how to choose between a set of actions to 
accomplish a task that will maximize some reward. The reward is a mathematical function 
that computes a score depending on how well the task was completed (i.e. the higher the 
score, the better). Through trial and error, by looking at how the reward changes, the 
algorithm is able to find actions that will increase the reward in future decisions. For example, 
reinforcement learning was used, in conjunction with deep learning, to create the program 
AlphaGo that defeated a professional human player at the game of Go recently. Given an 
image of the board game, the program learned how to decide where to put the next stone on 
the board in order to increase its chances of victory (the reward). The program had to choose 
between a limited number of actions, i.e. a position on the board, from an image of the game. 
Such algorithms can only make a decision within a set of possible actions (e.g. the position 
of the stone in our example) and cannot come up with new actions. For example, the 
software will not decide suddenly that it wants to play chess. In this case again, learning 
algorithms are not doing anything related to human intelligence: the algorithms can become 
really good at playing a well-defined game, but cannot decide to play another game. A good 
analogy for understanding how this differs from human intelligence is the mechanical 
excavator, which is much better than humans at moving a large amount of soil, in a similar 
way that a program can be much better at playing chess than a human. But that does not 
make either the excavator or the program intelligent, because they cannot do anything else. 
 
Finally, “unsupervised learning” refers to the problem of designing algorithms which can learn 
by themselves without any external goal (either a list of labelled examples or rewards) and 
which would be able to come up with their own goals. Many people believe that it is the key 
to creating really intelligent machines. However, it is fair to say that so far machine-learning 
research has not provided the technology capable of solving this problem, and no one knows 
if it is even possible to do so. 
 
The problem of predictability 
 
When using machine learning, since we extract statistical relationships in data, there is an 
issue related to predictability. What happens if the algorithm is given input data that are 
vastly different from what it has encountered before? It is very difficult to predict this outcome 
reliably if the system is complicated. In many cases, this is not a problem (e.g. sometimes 
the algorithm shows a picture of a dog instead of a cat), but we see that it can be a problem 
when the algorithm’s output is used to make a safety-critical decision (e.g. is there a 
pedestrian crossing the road?). Due to the nature of the algorithms, it is not possible to 
guarantee with 100% certainty that it will always work, and it is usually only possible to give 
probabilities of success and failure (e.g. the algorithm detects a cat in 99% of the images 
containing a cat and detects a cat in 2% of the images not containing one). 
 
As we have seen above, the reliability and robustness to failure of a machine become more 
challenging as autonomy increases. In addition, subcomponents using machine-learning 
algorithms are being used increasingly in robotics and in computer-science fields in general. 
For example, it is now standard for computer vision and image recognition to use deep 
learning to train image classifiers. Therefore, an additional source of unpredictability is added 
to complex robots, and it becomes harder to provide strong guarantees of the behaviour of 
these machines. This can be acceptable for an autonomous car which is extensively road-
tested, which can be provided with several fail-safe modes (e.g. give control back to the 
human) and for which the worst-case outcome will be causing an accident no worse than 
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what humans would cause. But we can see why this could be problematic in more critical 
situations, where a failure can have more disastrous consequences for machines which 
operate at faster speeds and on larger scales.  
 
While predictability can be an issue, it is important to stress that any algorithm used in a 
robot has a well-defined scope of behaviour. First, machines make decisions following an 
algorithm, i.e. machines just do what they are programmed to do, whatever the complexity of 
the program,5 and so there is no unpredictability in terms of whether the machine will decide 
to do something it was not programmed for. It will never do something it was not 
programmed for, and this is also true when using machine learning. The unpredictability 
comes from the uncertainty of the environments, the complexity of the algorithms and 
potential unexpected failures. But this can be statistically quantified (as for an autonomous 
car), and it might also be possible to give bounds for worse-case behaviours, despite this 
being very complex to determine. 
 

 

 

 

 
 
 

                                                 
5 It is important to emphasize that when machines make decisions, this has to be understood from an algorithmic point of view: 
they just follow the algorithm, and the output of the algorithm is what we call the decision. Machines have no conscience or 
related higher-level characteristics associated with human intelligence. 
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SESSION 4: LEGAL AND ETHICAL IMPLICATIONS OF INCREASING   

  AUTONOMY 

 

 
Legal issues concerning autonomous weapon systems 

 
Speaker′s summary 

 
Col. Zhang Xinli, Ministry of Defence, China 

 

 
As noted in the ICRC’s background paper, there is no internationally agreed definition of 
autonomous weapon systems. According to the ICRC’s working definition, “autonomous 
weapon systems” are weapons which can independently select and attack targets, i.e. with 
autonomy in the “critical functions” of acquiring, tracking, selecting and attacking targets.   
Based on this definition, this presentation will discuss the challenges posed by autonomous 
weapon systems to international humanitarian law (IHL) and their legality under international 
law as a whole. 
 
Challenges of autonomous weapon systems to IHL  
 
Autonomous weapon systems, like other new weapons, should be reviewed in the light of 
IHL rules. Under IHL, including the Geneva Conventions of 1949 and their two Additional 
Protocols of 1977, there are some fundamental principles concerning the use of means or 
methods of warfare. These are the principle of distinction, which provides that means of 
warfare shall discriminate between civilians and combatants, and between military objectives 
and civilian objects; the principle of proportionality, which requires that the incidental civilian 
casualties expected from an attack on a military target not be excessive when weighed 
against the anticipated concrete and direct military advantage; and the principle of restriction, 
which restricts the use of some cruel weapons in armed conflict. The purpose of these 
principles is to minimize the suffering caused by armed conflict while not impeding military 
efficiency. There are some concerns regarding the ability of autonomous weapon systems to 
comply with some of these principles and related rules. 
 
First of all, whether autonomous weapon systems have the ability to distinguish legitimate 
targets is questionable. Secondly, autonomous weapon systems pose challenges to the 
principle of proportionality. Thirdly, it is difficult to determine individual responsibility. One of 
the important measures to protect the victims of armed conflict is to investigate individual 
criminal responsibility for grave violations of IHL. Autonomous weapon systems have no 
sense of ethics; it would make little sense to attribute responsibility for violations to a 
computer or other machine. Thus, it is difficult to determine who would be accountable for 
violations of IHL committed by an autonomous weapon system. 
 
Finally, autonomous weapon systems pose a challenge to the peaceful resolution of 
international disputes. They may decrease the costs of waging war for those countries with 
technical advantages. Such countries may tend to use force instead of peaceful means to 
settle international disputes. As a result, civilians and soldiers from other less technically 
advanced countries may bear a greater loss. This will undoubtedly cause a catastrophe in 
humanitarian terms. 
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The legality of autonomous weapon systems needs more discussion 
 
Although autonomous weapon systems pose a series of challenges to IHL, it is hard to draw 
definite conclusions that autonomous weapon systems are inherently illegal.  
 
One of the reasons for this is that the understanding of autonomous weapon systems is still 
in the realm of imagination. According to the definition of autonomous weapon systems used 
by the ICRC, “fully” autonomous weapon systems are still at the research stage. Truly 
autonomous weapon systems have not yet appeared, let alone been deployed in armed 
conflict. So the current study and discussion is based on possibilities and assumptions, 
which makes it hard to avoid bias. Another factor is that we should take a more 
comprehensive view of the challenges raised by autonomous weapon systems to the rules of 
IHL.  
 
Last but not least, for the time being, there is no specific international treaty banning 
autonomous weapons. According to the existing international conventions, the use of 
weapons which would cause excessive damage and suffering, such as toxic, chemical and 
biological weapons and certain conventional weapons, is forbidden or restricted. It is difficult 
to classify autonomous weapons in this category. In addition, the relevant international 
conventions also ban the use of indiscriminate means and methods of warfare, as well as 
those means and methods that would harm the environment. From the point of view of the 
existing research, autonomous weapon systems are not designed to damage the 
environment. As for indiscriminate means and methods of warfare in relation to the principles 
of distinction and proportionality, this was raised in the previous section.  
 
Conclusion and prospects 
 
Generally speaking, the current international discussions on autonomous weapon systems 
are at a preliminary stage. There are many aspects of such systems that warrant further in-
depth study and analysis, including their definition, whether the existing international legal 
framework is adequate to regulate these emerging weapon systems, and their potential 
impact on global security and stability. At this stage, it is still too early to reach any 
conclusions on the above questions, or on whether IHL is the only criterion we should 
consider when judging a new weapon system. This expert meeting organized by the ICRC 
provides a good opportunity for officials and experts from different countries to engage in 
meaningful and necessary discussions. In my view, in order for international society to 
conduct more substantive discussions that might eventually launch a result-oriented 
international process, we could proceed as follows: 
 
Firstly, attention should be focused on the definition of autonomous weapon systems. 
Though reaching a universally accepted definition is by no means an easy task, we should 
be aware that a clear definition is the foundation of further meaningful discussion, and that a 
precise definition in legal terms is a precondition for discussions on the legality of such 
systems, as well as for the prohibition of their development and use. Most of the current 
proposals adopt a technical approach, namely distinguishing autonomous weapon systems 
from other weapon systems based on their components, key functions and level of human 
control, or the context where the weapon is used. These approaches offer useful insights. 
Taking into consideration the current level of artificial intelligence, the ultimate decision to 
use a weapon still lies in human hands, and the systems we are talking about should be 
considered future weapons with sufficiently high artificial intelligence to be used 
autonomously. A technical threshold could be set for distinguishing autonomous weapon 
systems from other weapon systems. When defining autonomous weapon systems, we could 
combine a description of their key technical features with references to specific weapon 
systems. A feasible definition should capture the main technical features while taking into 
consideration possible future developments in autonomous weapon systems. 
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Secondly, national legal reviews should be viewed objectively. Such reviews play a positive 
role in ensuring compliance with IHL. As required by Article 36 of Additional Protocol I to the 
Geneva Conventions, States should conduct domestic legal reviews when developing a new 
weapon, and countries should take the necessary measures, pursuant to their national laws 
and regulations, to ensure compliance with their international obligations. However, such 
national reviews are not enough to ensure the legality of a new weapon, because certain 
questions – for example, to what degree can a simulated environment match the complex 
and dynamic environment in the field, and to what degree could a unilateral review withstand 
outside supervision, thus ensuring its effectiveness – are subject to further discussion. The 
international community should be clearly cognizant that domestic review, if 
overemphasized, could provide a legal pretext for some future weapon system that should 
not have been developed in the first place. 
 
Thirdly, the development of an international instrument on the prohibition or limitation of 
autonomous weapon systems is a long and complicated process. Because of the complexity 
of issues concerning autonomous weapon systems, the close relationship between military 
and civilian uses of artificial intelligence, and the implications it could have for the 
development of future technology, such a procedure should be initiated in the context of an 
in-depth and full discussion, and of consensus on key aspects of autonomous weapon 
systems. When undertaking this arduous task, the international community must strive to 
keep a balance between addressing humanitarian concerns and legitimate national-security 
concerns, so as to attract as many countries as possible. At the same time, such an 
instrument should not unduly constrain the development of civilian technologies which could 
provide impetus to social development, nor should it set a new technical barrier to the large 
number of developing countries that are not currently actively involved in the process. 
 
Fourthly, more outreach to developing countries is needed so as to ensure wide and 
equitable participation. The international discussion on autonomous weapon systems has 
been going on for a few years, but only a small number of countries have voiced their views. 
The vast majority of developing countries are silent on this topic. They are either not aware of 
its importance or not interested in the discussion. With a view to developing a widely 
accepted international instrument, more developing countries should be encouraged to join in 
this process. In this regard, international cooperation and assistance are needed to raise 
their awareness of the topic. 
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Autonomous weapon systems and IHL compliance 

 
Speaker′s summary 

 
Dr Gilles Giacca, Legal Adviser, Arms Unit, Legal Division, ICRC 

 

 
Note: For a summary of the issues raised in this presentation, see Section 5 of the ICRC’s 
background paper in Part III of this report. 
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Autonomous weapon systems and the alleged responsibility gap 

 
Speaker′s summary 

 
Prof. Paola Gaeta, The Graduate Institute, Switzerland 

 

 
This presentation aims to clarify whether there is an accountability gap for violations of 
international humanitarian law (IHL) by autonomous weapon systems. This presentation 
argues that such a gap does not exist with regard to State responsibility. Regarding criminal 
liability, however, the subjective element (mens rea) could be hard to fulfil in some situations. 
This is especially true for the Statute of the International Criminal Court (ICC), which contains 
a narrower definition of the mens rea than does customary law. However, before national 
courts and tribunals applying customary international law, it can be possible to establish 
criminal accountability via indirect intent. 
 
General difficulties concerning the autonomy of machines and criminal law 
 
The following example illustrates the difficulties posed by autonomous systems – not 
necessarily only by weapon systems – with respect to criminal accountability. It is based on 
facts. A group of Swiss artists created a program called “Random Darknet Shopper,” which 
was programmed to spend a certain sum on the darknet on a daily basis. In the end, it 
purchased 16,000 items, including illegal goods, such as ten Ecstasy pills, a fake Hungarian 
passport and a fake Louis Vuitton handbag. When we look for the person who is criminally 
responsible in this scenario, there are three options: the programmer, the user or the robot 
itself. 
 
The current debate on the alleged responsibility or accountability gap with regard to 
autonomous weapon systems revolves around the answers to the aforementioned questions. 
In the academic literature, all three options (holding the programmer, the user or the machine 
itself accountable) have been proposed.  

 
This presentation focuses on autonomous weapon systems carrying out targeting decisions 
on the battlefield without human interference (“human out of the loop”). It has been argued 
that it would be unfair to make the human out of the loop responsible for any violation of IHL 
amounting to a war crime “committed” by the machine. Such lack of accountability is said to 
increase the risks of unlawful attacks with killer robots. 
 
It is doubtful whether fully autonomous weapon systems will ever exist. Let us assume, 
however, that a machine operating completely independently from humans commits a 
violation of IHL. Even though it has been suggested at times that the machine itself should 
be held accountable, this is not possible under criminal law, which presupposes human 
actions. The programmer could be responsible, but often his or her involvement is quite 
distant from the execution of the actual attack. This leaves the commander as the closest 
human link to the attack. The chain of command would even be shorter than in the usual 
scenario of soldiers on the battlefield. Could the commander be held responsible? 
 
In this case, the causality requirement of conditio sine qua non would not be more difficult to 
meet than for a human subordinate; the same goes for the other objective elements of a 
crime (actus reus). However, the mens rea will be hard to prove. In most cases there will be 
no direct intent to use the autonomous weapon system to commit a war crime, but only an 
“acceptance of the risk” that the machine may take the wrong targeting decision. The 
question remains: is this acceptance sufficient in and of itself? 
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Criminal responsibility: The issue of mens rea and war crimes 
 

At the ICC the standard for mens rea is high. Article 30 of the ICC Statute and relevant war 
crimes provisions (such as those on targeting civilians) require direct intent, although there is 
no need to prove that civilians were actually killed. It is a crime of conduct as opposed to a 
crime of result. This means that it is not possible to conclude that the mens rea is fulfilled 
unless the officer intended to commit a violation of IHL or at least knew with certainty that 
such a violation would occur. 
 
But despite this gap, there remains another option for criminal liability. Article 85 of Additional 
Protocol I to the Geneva Conventions (AP I) on “grave breaches” requires “wilful” targeting of 
civilians. The requirement of wilfulness was interpreted by the International Criminal Tribunal 
for the former Yugoslavia (ICTY) as including “indirect intent”. This means that the 
acceptance of the risk that a certain behaviour might result in a certain outcome is sufficient 
to fulfil the element of mens rea. The ICRC commentary on AP I concurs with this 
interpretation of “wilful.” 
 
In short, this means that States party to AP I remain bound by their obligations under it. 
Article 85 of AP I lists grave breaches which need to be criminalized in national legislation. 
All States Parties thus remain bound by the lower threshold of indirect intent contained in 
Article 85 of AP I and need to legislate accordingly. From this angle, the accountability gap 
seems less wide, since war criminals can be tried by national courts. Furthermore, it is 
accepted under customary international law that indirect intent suffices for the commission of 
a crime, unless otherwise stated. Thus, even an international tribunal applying customary 
international law would face fewer challenges with regard to mens rea, and could apply the 
lower standard.  
 
State responsibility 
 
Finally, one should not forget that criminal responsibility is not the only way to establish 
accountability for violations of IHL. The framework of State responsibility can equally serve 
this purpose. 
 
The great advantage of State responsibility is that, in contrast to criminal law, it does not 
require a mental element. It is sufficient for a violation of international law to be objectively 
attributable to a State, for example because it was committed by a person acting on the 
State’s behalf. The State in question would be responsible for the violation, unless it 
successfully invokes force majeure. The threshold of force majeure, however, is very high. 
An ordinary malfunction of an autonomous weapon system would not suffice, although a 
completely unexpected incident against which no reasonable precautions could have been 
taken would qualify. However, the burden of proof rests with the State. 
   
The additional advantage of State responsibility is the State’s obligation to make full 
reparation to the victims, including compensation. In this sense, the State responsibility 
framework is even more effective than international criminal law, where the idea of 
compensation for the victims exists only at the ICC (in a more rudimentary way). Bearing this 
in mind, State responsibility could thus have a considerable deterrent effect on States and 
would give them an incentive to make sure that the autonomous weapon systems deployed 
comply with IHL. 
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SESSION 5: HUMAN CONTROL 

 

 
Meaningful human control over individual attacks 

 
Speaker′s summary 

 
Mr Richard Moyes, Article 36, UK 

 

 
Introduction 
 
“Meaningful human control over individual attacks” is a phrase coined by the non-
governmental organization Article 36 to express the core element that is challenged by the 
movement towards greater autonomy in weapon systems. It is a policy formulation that has 
been picked up and used in different ways: in publications by various individuals and 
organizations, in statements at review conferences of the States party to the UN Convention 
on Certain Conventional Weapons (CCW), in the open letter from artificial intelligence 
practitioners organized by the Future of Life Institute. As used by Article 36, it has always 
been presented as an approach for structuring a productive debate rather than as providing a 
conclusion to that debate. 
 
Asserting a need for meaningful human control is based on the idea that concerns regarding 
growing autonomy are rooted in the human element that autonomy removes, and therefore 
describing this element is a necessary starting point if we are to evaluate whether current or 
future technologies challenge it. This is particularly important if we are to have a coherent 
policy conversation about diverse and often hypothetical future technologies. It is also a 
starting point for policy that is arguably more open to engagement by diverse parties who 
might have different expectations of the advantages that future developments in autonomous 
weapon systems might provide to them. 
  
Considering the key elements necessary for human control to be meaningful does not 
preclude consideration of other more specific issues, but a structured analysis tends to find 
that those issues fall under the key elements of human control: for example, the need for 
“predictable” technology, the need for human judgement to be applied in the use of force, 
and the need for accountability, which we will look at later. Furthermore, without a normative 
requirement regarding human control, the legal framework itself is open to divergent and 
progressively broader interpretations that may render human application of the law 
meaningless. 
 
Recognizing the need for human control in some form 
 
At its most basic level, the requirement of meaningful human control develops from two 
premises:  

1. that a machine applying violent force and operating without any human control 
whatsoever is broadly considered unacceptable; 

2. that a human simply pressing a “fire” button in response to indications from a 
computer, without cognitive clarity or awareness, is not sufficient to be considered 
”human control” in a substantive sense. 

 
On this basis, some human control is required, and it must be in some way substantial – we 
use the term “meaningful” to express that threshold. From both of these premises, questions 
relating to what is required for human control to be “meaningful” are open. Given that 
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The advantage of using the loop metaphor to describe autonomy in weapon systems is that it 
focuses on the human-machine interface. It seems to be a useful device, because people 
can potentially more easily relate to their role as a human operator or supervisor than 
conceive of something as complex and debatable as autonomy. Nevertheless, it is not 
always clear what is meant by “loop”. According to Peter Singer, there is a movement afoot 
to redefine the meaning of having a human “in the loop”.9 Ray Kurzweil argues that “in the 
loop” is becoming no more than “a political description”.10 And Marra and McNeil claim that 
the debate over whether humans are in the loop or out of the loop has an all-or-nothing feel 
and does not adequately account for the complexity of some technologies.11 Clearly, what is 
meant by having a human in, on or out of the loop is not always straightforward. I propose to 
explain the loop as the targeting process that is used by the military to plan, execute and 
assess military missions. 
 
The term targeting is often associated with the actual use of force, i.e. a lethal attack or 
kinetic action, such as firing a weapon at a target. However, the targeting process entails 
more than the actual kinetic action; there is, as the name implies, an entire process or 
decision-making cycle that precedes or surrounds this moment. NATO’s targeting process 
serves as an example of how weapons are used and how humans can exercise control over 
increasingly autonomous weapon systems.12 
 
Targeting is an iterative process which aims to achieve mission objectives in accordance with 
the applicable law and rules of engagement through the thorough and careful execution of 
six phases. NATO explains the phases as follows:  

1. Commander’s objectives and guidance are formulated during which the commander must 
clearly identify what to accomplish, under what circumstances and within which parameters;  

2. Targets are developed, nominated, validated and prioritized. Target development aims to 
identify different eligible targets that can be influenced. In this phase the target validation 
ensures compliance with relevant international law and the rules of engagement.13 Both the 
principle of distinction and issues related to collateral damage play a role;  

3. Capabilities are analysed to assess what methods and means are available and most 
appropriate to generate the desired effects;  

4. Capabilities are matched to the targets. This phase integrates output from phase 3 with 
any further operational considerations;  

5. The assigned unit will take steps similar to those in phases 1 to 4, but on a more detailed, 
tactical level. And, importantly, there is force execution, during which the weapon is 
activated, launched, fired or used; and 

6. Combat is assessed to determine whether the desired effects have been achieved. This 
feeds back into phase 1, and the goals and tasks can be adjusted accordingly.14 

                                                                                                                                                         
Harvard Law School International Human Rights Clinic, Losing Humanity – The Case against Killer Robots, 
https://www.hrw.org/report/2012/11/19/losing-humanity/case-against-killer-robots, 2012; Defense Science Board, Task 
Force Report: The Role of Autonomy in DoD Systems, July 2012; M.N. Schmitt and J.S. Thurnher, “’Out of the Loop’: 
Autonomous Weapon Systems and the Law of Armed Conflict”, Harvard National Security Journal, Vol. 4, No. 2, pp. 
231–281; ICRC, Autonomous Weapon Systems: Technical, Military, Legal and Humanitarian Aspects, Report of an 
expert meeting held in Geneva, Switzerland on 26–28 March 2014, November 2014, p. 41. 
9 P.W. Singer, Wired for War, The Penguin Group, New York, p. 125. 
10 Ibid. 
11 M.C. Marra and S.K. McNeil, “Understanding ‘The Loop’: Regulating the Next Generation of War Machines”, Harvard Journal 
of Law & Public Policy, Vol. 36, No. 3, pp. 1139–1185. 
12 NATO Allied Joint Publication (AJP)-3.9, Allied Joint Doctrine for Joint Targeting, May 2008, pp. 2-1–2.4. 
13 Specific IHL rules cannot be categorized according to these phases and often play a role in several of them. At the very least, 
the end result of the process must comply with all applicable law. Joint Committee on AWS, Autonomous Weapon Systems: The 
Need for Meaningful Human Control, Netherlands Advisory Council on International Affairs (AIV) No. 97/Netherlands Advisory 
Committee on Issues of Public International Law (CAVV) No. 26, October 2015, http://aiv-advice.nl/8gr/ http://www.cavv-
advies.nl/3bz/home.html. 
14 Ibid. 
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1. INTRODUCTION 
 
Debates on autonomous weapon systems have expanded significantly in recent years in 
diplomatic, military, scientific, academic and public forums. These have included expert 
discussions within the framework of the UN Convention on Certain Conventional Weapons 
(CCW) in 2014, 2015 and 2016, and an expert meeting convened by the International 
Committee of the Red Cross (ICRC) in 2014.2 
 
Views on this complex subject, including those of the ICRC, continue to evolve as a better 
understanding is gained of current and potential technological capabilities, the military 
purpose of autonomy in weapon systems, and the resulting questions for compliance with 
international humanitarian law (IHL) and ethical acceptability. 
 
Discussions among government experts have indicated broad agreement that “meaningful”, 
“appropriate” or “effective” human control over weapon systems must be retained, for legal, 
ethical and/or policy reasons. The ICRC, for its part, has called on States to set limits on 
autonomy in weapon systems to ensure that they can be used in accordance with IHL and 
within the bounds of what is acceptable under the dictates of public conscience.3 
 
In view of the incremental increase of autonomy in weapon systems, specifically in the 
“critical functions” of selecting and attacking targets, experience with existing weapon 
systems can provide insights on where the limits on autonomy in weapon systems should lie, 
and the kind and degree of human control that may be deemed meaningful, appropriate or 
effective.   
 
As a further contribution to this discussion, the ICRC convened this second international 
expert meeting, entitled “Autonomous Weapon Systems: Implications of Increasing 
Autonomy in the Critical Functions of Weapons”, in order to: 

 discuss the characteristics of autonomous weapon systems; 

 understand autonomy in the critical functions of existing weapon systems; 

 explore emerging technology and the implications for future autonomous weapon 
systems; 

 examine the legal and ethical implications of increasing autonomy in weapon systems; 

 consider the legal, military (operational) and ethical requirements for human control over 
weapon systems and the use of force; and 

 share possible approaches to addressing the challenges raised by increasing autonomy. 
 
This background paper was provided in order to guide participants on the key areas for 
discussion at the expert meeting. Except where explicitly mentioned, the paper does not 
necessarily represent institutional positions of the ICRC. References to specific weapon 
systems are based on limited publicly available sources and are provided for illustrative 
purposes only. 
 
 
 

                                                 
2 ICRC (2014) Autonomous weapon systems technical, military, legal and humanitarian aspects, Report of an Expert Meeting 
held 26-28 March 2014 (published November 2014), https://www.icrc.org/en/download/file/1707/4221-002-autonomous-
weapons-systems-full-report.pdf. 
3 ICRC (2015) Statement to the 2015 Meeting of High Contracting Parties to the Convention on Certain Conventional Weapons, 
13 November 2015, 
http://www.unog.ch/80256EDD006B8954/(httpAssets)/3E46D595853F5361C1257F0F004C22C3/$file/ICRC+CCW+AWS+state
ment+FINAL.pdf.  

https://www.icrc.org/en/download/file/1707/4221-002-autonomous-weapons-systems-full-report.pdf
https://www.icrc.org/en/download/file/1707/4221-002-autonomous-weapons-systems-full-report.pdf
http://www.unog.ch/80256EDD006B8954/(httpAssets)/3E46D595853F5361C1257F0F004C22C3/$file/ICRC+CCW+AWS+statement+FINAL.pdf
http://www.unog.ch/80256EDD006B8954/(httpAssets)/3E46D595853F5361C1257F0F004C22C3/$file/ICRC+CCW+AWS+statement+FINAL.pdf
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2. CHARACTERISTICS OF AUTONOMOUS WEAPON SYSTEMS 
 
There is no internationally agreed definition of an autonomous weapon system, but common 
to various proposed definitions is the notion of a weapon system that can independently 
select and attack targets.4 
 
The ICRC has suggested that “autonomous weapon system” is an umbrella term that 
encompasses any weapon system, wherever it operates, with autonomy in its “critical 
functions”. That is, a weapon system that can select (i.e. search for or detect, identify, track, 
select) and attack (i.e. use force against, neutralize, damage or destroy) targets without 
human intervention. After initial activation by a human operator, it is the weapon system itself 
– using its sensors, computer programming and weapon(s) – that takes on the targeting 
processes and functions that are ordinarily controlled directly by humans. 
 
The ICRC’s working definition includes all weapons in which these critical functions are 
performed by the sensors and programming of the weapon system, rather than directly by a 
human operator. At a fundamental level, it is autonomy in the critical functions that 
distinguishes autonomous weapon systems from all other weapons, including those in which 
these functions are remotely controlled by a human operator. 
 
Some States and other experts have made a distinction between “highly automated weapon 
systems” and “fully autonomous weapon systems” based on the degree of freedom of the 
weapon to determine its own functions, and with “fully autonomous” assuming the machine 
can set its own goals, or even “learn” and adapt its functioning. However, the ICRC’s working 
definition, which it submitted to frame the discussion at this expert meeting, encompasses 
any weapon that can independently select and attack targets, whether described as “highly 
automated” or “fully autonomous”. 
 
The rationale for the ICRC’s approach is that all weapons with autonomy in the critical 
functions raise the same core legal and ethical questions: 

 In the intended circumstances of use, can the weapon system select and attack targets in 
a way that respects the rules of IHL? 

 In cases where operation of the weapon system results in an apparent violation of IHL, is 
it possible to attribute responsibility to an individual or a State, and to hold them 
accountable? 

 Is it ethically acceptable (based on the principles of humanity and the dictates of the 
public conscience) for the weapon system to independently select and attack targets? 

 
To summarize, for the purposes of the expert meeting, the working definition of an 
autonomous weapon system is: 
 
Any weapon system with autonomy in its critical functions. That is, a weapon system that can 
select (i.e. search for or detect, identify, track, select) and attack (i.e. use force against, 
neutralize, damage or destroy) targets without human intervention.5 
 
 
 

                                                 
4 ICRC (2014) Autonomous weapon systems technical, military, legal and humanitarian aspects, (footnote 2), pp 63-64. 
5 ICRC (2015) International humanitarian law and the challenges of contemporary armed conflicts, Report to the 32nd 
International Conference of the Red Cross and Red Crescent held 8-10 December 2015 (published October 2015), pp 44-47, 
https://www.icrc.org/en/download/file/15061/32ic-report-on-ihl-and-challenges-of-armed-conflicts.pdf.  
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MISSION
The International Committee of the Red Cross (ICRC) is an 
impartial, neutral and independent organization whose exclusively 
humanitarian mission is to protect the lives and dignity of victims 
of armed conflict and other situations of violence and to provide 
them with assistance. The ICRC also endeavours to prevent suffering 
by promoting and strengthening humanitarian law and universal 
humanitarian principles. Established in 1863, the ICRC is at the 
origin of the Geneva Conventions and the International Red Cross  
and Red Crescent Movement. It directs and coordinates the 
international activities conducted by the Movement in armed 
conflicts and other situations of violence.
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