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I. INTRODUCTION

The adoption of data-driven organizational management—which includes big data, machine learning and artificial intelligence (AI) techniques—is growing rapidly across all sectors of the knowledge economy. There is little doubt that the collection, dissemination, analysis, and use of data in government policy formation, strategic planning, decision execution, and the daily performance of duties can improve the functioning of government and the performance of public services. This is as true for law enforcement as any other government service.

Significant concerns have been raised, however, around the use of data-driven algorithms in policing, law enforcement and judicial proceedings. This includes predictive policing—the use of historic crime data to identify individuals or geographic areas with elevated risks for future crimes, in order to target them for increased policing. Predictive policing has been controversial for multiple reasons, including questions of prejudice and precrime and effectively treating people as guilty of (future) crimes for acts they have not yet committed and may never commit. This central controversy over prejudice and precrime is amplified and exacerbated by concerns over the implicit biases contained in historic data sets, and the obvious implications for racial, gendered, ethnic, religious, class, age, disability, and other forms of discriminatory policing, as well as how it shapes the psychology and behavior of police officers.

As more bureaucratic processes are automated, there are growing concerns over the fairness, accountability, and transparency of the algorithms that are used to make consequential decisions that determine peoples’ life opportunities and rights. Less discussed are the ways in which the introduction of data-centric processes and data-driven management have significant consequences on the technosocial and spatio-temporal structure of organizations [1], as well as the priorities of its management, the nature of its labor, and the quality of its results [2]. Such is the nature of contemporary technocratic governance [3]. Yet neither the increasing collection and reliance on data, nor the specific socio-technical and spatio-temporal organization of governmental institutions is determined by the technology alone, nor by the utility of data. Nor is the kind of analysis performed on that data, or the specific problems to which it is addressed, pre-determined or “natural” in any meaningful sense. Rather, there are myriad social, institutional and individual values that go into the decisions of which data to collect, when and where to collect it, how to encode it, how to assemble it in databases, how to interpret it, and how to use it to address social, institutional and individual concerns. It is those values which are the primary concern of ethics in information systems design.

This paper outlines a new ethical approach that balances the promising benefits of AI with the realities of how information technologies and AI algorithms are actually adopted, applied and used. It proposes that AI ethics should be driven by a substantive and systemic Ethics of Care, rather than by narrow Models of Threat based on utilitarian risk and threat models. While it focuses on law enforcement policies and policing practices, it hopes to contribute to the broader discussion over the ethical application of AI technologies in government policy-making and the delivery of public and commercial services more generally. The paper concludes that while data-driven AI techniques could have many socially beneficial applications, actually realizing those benefits requires careful consideration of how systems are embedded in, and shape, existing practices, beyond questions of de-biasing data. Absent such consideration, most applications are likely to have unjust, prejudicial and discriminatory consequences. This conclusion supports a proposed Ethics of Care in the application of AI, which demands moral attention to those who may be negatively impacted by the use of technology.

There is a recent and widespread excitement about the application of artificial intelligence (AI) to nearly every aspect of society—from commerce to government. AI, as a scientific research field, has long sought to develop computer programs to perform tasks that were previously thought to require human intelligence. This somewhat abstract and conditional definition has given rise to a wide array of computational techniques from logical inference to statistical machine learning that enable computers to process large and complex datasets and quickly provide useful information. Whether through traversing long chains of inference or sifting through vast amounts of data to find patterns, AI aims to provide
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logically sound and evidence-based insights into datasets. Insofar as these datasets accurately represent phenomena in the world, such AI techniques can potentially provide useful tools for analyzing that data and choosing intelligent actions in response to that analysis, all with far less human labor and effort. This is the traditional approach of AI, or what we might consider artificial specialized intelligence. This type of AI is essentially about creating a customized piece of software to address a complex issue or solve a specific problem by automating what would otherwise require human mental effort.

Specialized AI is best seen as an extension of more traditional practices such as software engineering, IT systems design, database management and data science which deploys a range of AI techniques to automate the search for solutions to problems that currently require substantial human mental labor and skill. Much of the current excitement around AI is focused on “deep learning” machine learning techniques that use many-layered “deep” neural networks that can find complex patterns in large datasets (“big data”). Far from artificial sentience, consciousness or general intelligence, we could consider this as enthusiasm for “statistics on steroids.” Commercial and governmental institutions have long used statistics to develop representations of the world that can inform future actions and policies. In this sense, the AI revolution is really a continuation, and massive acceleration, of much longer and older trends of datafication and computerization. What is new and unprecedented is the sheer volume of data, the speed at which it can now be effectively processed, the sophistication of the analysis of that data, the degree of automation and the consequent lack of direct human oversight that is possible.

As data-driven organizational management—led by big data, machine learning and AI techniques—continues to accelerate, and more processes are automated, there are growing concerns over the social and ethical implications of this transformation. Machine ethics is concerned with how autonomous systems can be imbued with ethical values. “AI ethics” considers both designing AI to explicitly recognize and solve ethical problems, and the implicit values and ethics of implementing various AI applications and making automated decisions with ethical consequences. This paper will consider the latter, implicit view which corresponds to what is sometimes called “robot ethics,” to distinguish it from explicit “machine ethics” [4]. Ideally, the explicit ethics, implicit ethics, and the embedding and regulation of the system in society should all align [5].

The outputs of predictive policing algorithms clearly have ethical consequences, even if the systems under consideration do not try to design systems for explicit ethical reasoning. In the predictive policing systems under consideration, there is little or no effort to design the systems to frame their analysis or results as ethical decisions or perform ethical analyses. What is of concern to the public, and in this paper, is how well the systems are designed, and the ethical implications of introducing them into police practices.

There is a growing body of research examining the ways in which data-driven algorithms are being used in an increasing number of critical decision processes, often with little or no accountability [6, 7, 8, 9], and sometimes with little or no real understanding of how they function in the real world or why they reach the results they do in particular cases [10, 11, 12]. Consequently, there are many ways for such systems to “go wrong.” Sometimes this is due to a well-intentioned but mathematically naive understanding of how such systems work. This includes the failure to understand how statistical outliers may be mishandled or misrepresented, or how historical data patterns can be self-reinforcing—such as denying credit and charging higher interest rates to poorer individuals and communities, thus systematically denying them opportunities to escape poverty. Sometimes this is due to the intended desire to transfer responsibility and blame to an automated process, and relieve human agents of their responsibility. And sometimes there may be malevolent motives behind using data in obviously discriminatory ways—such as purging voter rolls to deny eligible voters to an opposing political party. But these are ultimately “narrow” views of AI ethics, which look to improving accuracy and performance of the technology, while largely ignoring the context of use. It has also been argued that the focus of AI ethics on “solving” the bias problem is a distraction from other and more important ethical and social issues [13]. Without discounting the value of such narrow approaches, this paper will examine the importance of taking a broader ethical perspective on AI, and the problems that will not be fixed through fairness, accountability and transparency alone.

II. TWO APPROACHES TO AI ETHICS

This paper aims to go beyond the ways in which data and AI algorithms might be biased or unaccountable, and consider the ethics of how AI systems are embedded in social practices. Because AI ostensively automates various forms of human reasoning, consideration and judgement, the accuracy or fairness of such processes alone do not guarantee that their use will provide just, ethical and socially desirable results. Rather, careful attention must be paid to the ways in which the implementation of such systems changes the practices of those who use them. In order to redirect attention to the bigger picture of the socio-technical embeddedness of AI when considering ethics, the paper will formulate two broad concepts of AI ethics, which will be named “Models of Threat” and an “Ethics of Care.”

1 Some theorists have been speculating about the possibility or consequences of an artificial general intelligence (AGI) which might be able to learn with little or no direct instruction from humans, and in some sense recognize problems on its own that are in need of solution, and then adapt itself to solve them. AGI is not technologically feasible for the foreseeable future, and as such it will not be given much consideration here.

2 Neither term is original, and each is meant to evoke traditions of thought and their general perspective, while not necessarily implying that the specific projects described were conscious of, or directly influenced by, those traditions. “Threat Modeling” has been an important methodology in cybersecurity for identifying, assessing, prioritizing and mitigating threats and vulnerabilities since at least the early 2000s [14], while “Threat Perception” has been a key concept in international relations and political psychology in assessing military threats and deterrence strategies [15]. “Ethics of Care” has been gaining popularity in medical and educational ethics since its introduction by Carol Gilligan to explain moral development in child psychology in the late 1970s.
concepts in broad terms. It will then examine two illustrative cases, in the area of predictive policing, which epitomize each approach. It concludes with some observations and reflections on how to design better and more ethical AI through an Ethics of Care approach.

Perhaps the greatest ethical concerns over algorithmic decisions have been raised around the use of data-driven algorithms in policing, law enforcement and judicial proceedings. One well-researched and much discussed example from the Florida judicial system involves the use of algorithms to predict future recidivism in convicts as a basis for determining the length of their sentences. Another growing application is predictive policing—the use of historic crime data to identify individuals or geographic areas with elevated risks for future crimes, in order to target them for increased policing. Predictive policing has been controversial—as it aspires to prevent crime, it also raises questions of prejudice and precrime and effectively treating individuals and communities as guilty of (future) crimes for acts they have not yet committed and may never commit [21, 22]. This central controversy of prejudice and precrime is amplified and exacerbated by more general concerns over the implicit biases contained in historic data sets, and the obvious implications for racial, gendered, ethnic, religious, class, age, disability, and other forms of discriminatory policing.

Predictive policing as a term can refer to a variety of technologies and practices. The technical usage of the term usually refers to algorithmic processes for predicting locations or individuals with high probabilities of being involved in future crime, based upon historical data patterns [23]. Recent approaches utilize “big data” techniques and arguably entail forms of mass surveillance of the public [24]. However, these recent algorithmic techniques and applications have their roots in much older practices of collecting and utilizing comparative statistics (better known as CompStat) about crimes to manage large police forces, which began in New York City in 1995. While many CompStat programs utilized computer programs to calculate the statistics from crime and accident reports and arrest records and in some cases automatically generate “pin-maps” of crime activity, CompStat was really a set of data collection, analysis and management practices rather than a piece of software [25]. And CompStat has seen its share of criticism, including from former police officers [26]. Moreover, the algorithmic techniques that are increasingly being employed by police forces draw upon data that goes well beyond the digitized crime reports of the CompStat legacy, or automatically generated “heat maps” of areas of high crime activity. In recent years, police departments have begun deploying and integrating large scale video surveillance systems, traffic cameras, license-plate and face recognition technologies, aerial surveillance, and a host of other surveillance and data-collection technologies. As these systems become networked and produce large amounts of data, there is increased pressure to analyze, integrate and utilize this data for improving law enforcement, which leads to increased reliance on automation and algorithms for sorting and sifting through that data and translating it into policing priorities and strategies. As such, the term predictive policing can be taken to refer to a broad class of algorithmic and data-driven practices and software tools utilized by police forces. Predictive policing is also a good example of how AI might be deployed more generally, and the ethical challenges that may arise.

This paper aims to lay out a general approach to AI ethics, which is characterized here as an “Ethics of Care.” It uses predictive policing, and the design of AI-based systems within it, to lay out the framework for an AI Ethics of Care. In particular it will look at two recent, but very different, implementations of data-driven interventions on youth gun violence in Chicago, Illinois, USA. Predictive policing is particularly good for this purpose for several reasons. As should be clear from the discussion above, policing is an area which gives rise to a number of critical ethical and legal issues, and has relevance not only to society at large, but to a host of other governmental functions and other industries. It is also an area that has an historical practice of data collection, and recent trials in the application of AI techniques to those practices. Further the algorithms of predictive policing embed values and make designations and decisions with implicit ethical consequences.

The Ethics of Care has a history of its own as well, and is similar in some ways to concepts in related fields, including the “Duty to Protect” in policing [28] and the “Duty of Care” in law [29]. In contrast, the Models of Threat approach construes the world and the individuals within it as risks and threats which must be managed, mitigated and eliminated. The discussion section will consider what it means to implement the Ethics of Care approach, following the examples. First the paper will give a brief sketch of each approach.

The Models of Threat approach begins from the assumption that the world can be classified into clear categories, i.e. threats and non-threats, and that this is the first step in choosing an appropriate action to take. It focuses on capturing and processing increasing amounts and types of

---

1 In an analysis of 7,000 sentencing cases in Broward County, Florida over the period 2012-2013 that used the COMPAS software, journalists found similar error rates in the assessment and sentencing of white and black convicts, but diametrically opposed in their direction. White convicts were more likely to be erroneously predicted to commit future crimes, while black convicts were more likely to be erroneously predicted to commit future crimes, resulting in shorter sentences for white convicts and longer sentences for black convicts [17].

2 Another study of the same dataset shows that amateur humans are able to make better predictions than the COMPAS software, using the same six factors as the software, and even better predictions can be made using just two factors—defendant’s age and number of past convictions [18].

4 “Precrime” is a science fiction concept, which first appeared in the writings of Philip K. Dick, in a novel [19] that was later turned into a major Hollywood movie [20].

5 Such “heat maps” have become ubiquitous in the age of big data, and is even reproduced, albeit at lower resolution, on real estate websites such as Trulia.com [27].

6 This is not to say that the world, or its representation in a computational model, is necessarily discrete. One could represent the likelihood that an individual or area might present a threat or risk as a continuous variable. And while the scale and threshold for action on the basis of that variable might not be pre-determined, or determined by the system, it is expected that such metrics will influence the decisions and actions of police officers with respect to those individuals and areas—i.e. that the threat or risk represented by the calculation can and should result in actions.
data, and processing this to provide increasingly accurate classifiers of what constitutes a threat, and predictors of the likelihood and risk from that threat. It largely assumes that the actions that will be taken to address threats and risks are independent of the observation, collection and analysis of data. This approach also assumes that the primary values are in the accuracy, precision, fidelity, and comprehensiveness of the data model, and in the correctness of its classifications and reliability of its predictions. This approach could also be characterized as taking a narrow view, being very detail oriented, atomistic, and deeply analytic.

By contrast, the Ethics of Care approach is holistic, and takes a broad, big-picture view of the values and goals of systems design. It considers the interaction and interrelation between an action or intervention and the nature of classifying things and predicting outcomes within specific contexts. The goals and values of an Ethics of Care is to benefit everyone should be guided by benevolence [16]. When it comes to law enforcement, we can see the Models of Threat approach seeking to better identify violations of the law, and to predict when and where violations will occur, so as to better deploy police officers to respond. It might also aim to assist police in identifying perpetrators and bringing them to justice. The Ethics of Care approach, might instead consider the factors that lead people to violate the law, and seek out new interventions that make crimes less likely and thus requiring less resources to enforce the law. It would also view the relationship between law enforcement and the community as primary and consider how any new data tool might impact that relationship.

III. A NOTE ON “PRECRIME”

Beyond the practical socio-technical meanings of predictive policing, there is also a deeply troubling connotation to the term, captured in the concept of “precrime.” This notion is more philosophical in nature, and draws upon our concepts of guilt, responsibility, agency, causality, and their temporality, as well as the means and ultimate aims of law enforcement in the regulation of society. The term is also mentioned extensively by nearly every press article about predictive policing, and the commercial software startup PredPol, which supplies Los Angeles and many other police departments with data analysis software, states prominently on their “About” page that they are not selling “Minority Report” technology [30]. Yet, the notion of precrime has powerful cultural meanings for good reasons beyond the popularity of sci-fi.

The basic idea of precrime stems from the idea that the goal of policing is the reduction and, ultimately, the elimination of crime altogether. While investigating crimes after they occur and responding to crimes-in-action are good, it would be even better to prevent crimes before they happen, or so this line of thinking goes. This view tends to emphasize deterrence over other key elements of criminal justice—retribution and reformation. The goal is to disrupt or dissuade criminality before it manifests. While crime prevention could focus on eliminating the means of committing crimes, it more often focuses on the motives, and as such employs psychological theories of choice and sociological theories of behavior, and generally focuses on maximizing the likelihood and cost of penalties for wrongdoing by stricter enforcement and harsher penalties. The temporality also becomes deeply problematic here. There is an obvious utility in preventing crimes before they occur, but our notions of individual responsibility, guilt, and punishment rest on the commission of acts—of actually doing certain things which constitute crimes—rather than imagining, desiring, or simply being psychologically predisposed or circumstantially inclined toward doing things which would be criminal. In some instances, planning or discussing criminal acts with others are acts that can themselves constitute a lesser crime, such as conspiracy or solicitation to commit a crime, and a failed attempt, e.g. to kill someone, can still constitute the crime of attempted murder even if nobody is actually hurt. But there are, and should be, different standards for citizens who have committed no crime, those in the act of committing a crime, those suspected of a crime, those convicted of a crime, and those who have served their sentences for a crime. How should law enforcement treat “those ‘likely’ to commit a crime”? And does the epistemic basis for that likelihood determination matter?

The classification of individuals also becomes critical here. When we say that an individual is “likely to commit a crime” is that based on their individual behavior and actions, or because of membership in a certain demographic group? “Profiling” becomes problematic in the latter case, when individuals are classified according to population-level statistics and biases. Statistics are notorious for not distinguishing correlations in data from causal reasons, and it would be unjust to treat people with suspicion for coincidental correlations when the underlying causal mechanisms for criminal behavior are absent. This kind of profiling becomes deeply problematic when it becomes prejudicial, and the

7 According to the Internet Encyclopedia of Philosophy, “Normatively, care ethics seeks to maintain relationships by contextualizing and promoting the well-being of care-givers and care-receivers in a network of social relations. Most often defined as a practice or virtue rather than a theory as such, “care” involves maintaining the world of, and meeting the needs of, our self and others. It builds on the motivation to care for those who are dependent and vulnerable, and it is inspired by both memories of being cared for and the idealizations of self. Following in the sentimentalist tradition of moral theory, care ethics affirms the importance of caring motivation, emotion and the body in moral deliberation, as well as reasoning from particulars.” [16].

8 For instance, adding better locks to protect property, such as ignition immobilizers on cars, or making it more difficult to resell stolen goods [31]. In some cases, increasing the policing of crimes may actually have counterintuitive effects of increasing crime, according to an economic analysis of theft of art works [32].

9 Rarely do these approaches take into account the outright irrationality or the failure of individuals to actually think about committing crimes in rational terms. This is because cognition in the wild follows other lines of reason and risk assessment, from inflamed passions, to rational biases, to human necessity.
correlation is taken as itself constitutive of guilt, or warranting a presumption of guilt, rather than a presumption of innocence.\textsuperscript{10}

According to the U.S. legal system, criminal liability and guilt depends upon a combination of \textit{actus reus} (the “guilty act”) and \textit{mens rea} (“the guilty mind”). That is, one must actually commit the act for which one is held responsible, and one must have had in mind the intention, or at least the awareness, that one was doing something wrong, or should have known (as mere ignorance of the law is not a suitable defense). From this perspective, one cannot be guilty of a crime before actually committing the act, and should not be held liable for a crime not committed. And this is where precrime clashes with fundamental concepts of justice. If society, and police, act upon precrimes, and those suspected of them, in the same way as already committed crimes, then they are treating \textit{as guilty}, or at the very least \textit{as suspect}, those who have not yet, and not actually, committed a crime. This is a profound form of prejudice, in which judgments are made not only before relevant evidence of a criminal act can be obtained and analyzed, but before such evidence can even exist. Rather, judgement is passed on information derived from statistical inference, patterns, trends and probabilities. But a statistical likelihood of an event is neither an event nor an act.\textsuperscript{11} And it is fundamentally unjust to treat someone as guilty of a crime they did not commit. Moreover, it is powerfully felt as an injustice when individuals and communities are treated “as if” they are guilty of doing something they have not yet, or not individually, done, based simply on their being members of a category or demographic group. Indeed, the imposition of social categories can even give rise to the new social identities and thus machine-generated categories are likely to create new types of people. This makes the creation and designation of a “criminal type” deeply problematic.

Still, there is a practical concern that law enforcement cannot ignore information about likely crimes without sacrificing their duty to prevent crime. While the scope and nature of that duty are themselves contested, this is a powerful intuition. Indeed, it is the same intuition that motivates much data-driven management. That is, if we can use historical data to predict future trends and events, and thus better allocate valuable resources towards fulfilling a mission or goal, then we should do so. While not incorrect—certainly better use of information can improve policing in many ways—if pursued without careful consideration, caution and sensitivity to its various implications and specific implementations, pursuing such intuitions blindly can quickly lead to problems. Unfortunately, the strength of this intuition and its simple logic make it an easy policy argument to make in many institutional and bureaucratic settings. One might even argue that this is the “default” policy argument in the age of data, and thus Models of Threat is the default approach to predictive policing. And it is safe to assume that without critical

\textsuperscript{10} For example, if one is worried about a copycat bombing like the Boston Marathon bombing, it might make sense to flag individuals who shop for pressure cookers and backpacks. However, one should still presume that there is a reasonable explanation for this rather than presuming they must be terrorists for doing so [32].

\textsuperscript{11} Just consider gambling on horse races, which historically gave rise to modern statistics [33]. Odds-makers go to great lengths to provide accurate statistical predictions of the chances for each horse in a race. Yet, whichever horse is the favorite to win does not necessarily win—the actual outcome of the race matters. The favorite only wins about 1/3 of the time [34]. Gambling would not make sense if this were not the case—though in many games of chance it can be argued that it is mathematically irrational to place bets at all.

\section{IV. One City, Two Cases of Predictive Policing}

The City of Chicago, Illinois has seen a spike in gun violence in recent years. The city has led the United States in the number of shootings and gun homicides, peaking with 758 total homicides and more than 4,300 shootings in 2016, and down slightly in 2017 [36]. This has led to a serious effort by the Chicago Police Department (CPD) to address this spike by focusing on the neighborhoods and individuals most likely to become involved in gun violence. A number of studies, experiments and policies have been tested and implemented in recent years. By comparing different applications of data-driven interventions occurring in the same city at the same time period, we can develop insights into the implications of data for shaping policing practices.

Two such experiments, in particular, offer a good insight into the ways in which data can be applied to address gun violence, and also into the ways that the implementation and utilization of those insights can have radically different social and ethical implications. One has been the subject of critical scrutiny by journalists and researchers, called the Strategic Subjects List. More often called the “heat list” by police officers, it was first used by CPD in 2012, and its use continues, though under a revised set of guidelines following criticism of the early uses described here. The other started in the summer of 2011 as a pilot research program implemented by the City of Chicago, and was studied the following year by University of Chicago researchers. Called One Summer, it has since been adopted as an annual program by the City of Chicago. While both started out as academic research projects, both were analyzed by outside researchers in 2012, and both utilized data to assess and identify youth who are at-risk of being involved in gun violence, in most other ways the two programs are very different.

The two projects can best be characterized as illustrative case studies, embodying two different philosophies of predictive policing, and perhaps two extremes thereof. They accordingly have very different ways of thinking about what being an “at-risk” youth means, and consequently pursue very different approaches to intervening so as to reduce that risk. More importantly, they also had very different outcomes in terms of their effectiveness in reducing gun violence and in influencing the life outcomes for those identified as “at-risk” in each program. In short, the Strategic Subjects List can be described as taking a “Models of Threat” approach to at-risk youth. That is, at-risk youth in that project are primarily viewed as threats to the community because they are at-risk.
and interventions are targeted at increased police scrutiny and enforcement against those individuals. Whereas the One Summer program takes an “Ethics of Care” approach to at-risk youth, in which at-risk youth are given access to social services and resources aimed at reducing their risks of becoming involved in violence.\(^{12}\) Like their philosophies, their outcomes were also dramatically different, despite resting on similar data-driven assessments of being “at-risk.”

\textbf{A. The Heat List}

The Strategic Subject List (SSL) algorithm was developed as an experiment by a researcher at the Illinois Institute of Technology, and was utilized by CPD starting in 2012 and continuing until today. In its early iterations and implementations, it took data about individuals from CPD arrest records, taking into account some 48 factors, including number of arrests, convictions, drug arrests, gang affiliations, and being the victim of crimes or violence \(^{38}\). The SSL then went further, taking into account these factors for the individual’s social network as determined by who was arrested together with an individual \(^{39}\). These factors were weighted and compiled into an overall SSL score from 1-500. The initial implementation contained over 398,000 individuals drawn from police arrest records, and identified 1,400 as being at “high-risk” of being involved in violence. While some 258 received the top score of 500 points, only 48\% of these had previously been arrested for a gun crime, and many people on the list had never themselves been arrested, but rather were victims or were in the social networks of victims or perpetrators \(^{39}\). Many police officers reported that they were not fully informed of how the list was compiled. They assumed, or were led to believe, that everyone on the list was a perpetrator of violence and was likely to commit more violence, whereas the SSL scores combined those at-risk of being victims with those at-risk of being perpetrators in a single metric of “being involved in violence.”

The practical use of the SSL list and scores was somewhat haphazard in its early years.\(^{13}\) While there was no official policy regarding its use, it did feature in some CompStat reports \(^{40}\), and was used by police officers in some more controversial ways. The first of these, called “custom notification,” involved police officers making personal visits to high-risk individuals, informing them of their presence on the list and, further, informing them that they would be subjected to additional police scrutiny \(^{41}\). In other words, they were told that the police were “watching them” more carefully, and they should expect more police encounters. The other, and more common use of the SSL was as a “heat list” following a violent crime, in order to round-up the “usual suspects” from the list for questioning, in this case people in the vicinity of the crime who had high scores on the list. As a result, people on the list were far more likely to be detained and arrested by police, simply for being on the list. A detailed RAND study showed that the use of heat list in this way had no statistical impact on the likelihood of individuals on the list being involved in gun violence, nor on the overall gun violence in their communities \(^{42}\). It did, however, radically increase the likelihood of being arrested and convicted of a crime for those people on the list.

Further, the data and algorithm behind the SSL was not shared publicly, making it difficult to determine whether the list simply replicated long-standing racial and class discrimination. While the CPD told the Chicago Tribune that, “[The SSL] is not based on race, ethnicity or geographic location...We don’t use it to target certain individuals other than we pay a visit to their residence to offer them services to get out of the (gang).” But a California-based group that defends civil liberties in the digital world raised concern that the arrest data that goes into it could be inherently biased against African-American and other minorities. “Until they show us the algorithm and the exhaustive factors of what goes into the algorithm, the public should be concerned about whether the program further replicates racial disparities in the criminal justice system,” said Adam Schwartz, a staff attorney for the Electronic Frontier Foundation \(^{41}\).

That same Chicago Tribune article indicates that 85\% of the 2,100 shooting victims so far that year had been on the SSL, but does not indicate how they scored or whether they were all in the list of 1,400 high-risk individuals, or the longer list of 398,000 individuals included in the dataset.

Both of the main applications of the SSL, the “custom notification” warnings and using the “heat list” to bring people in for questioning, contain elements of precrime. In the warnings, there is a sense in which the police still cannot arrest an individual before a crime, but they do attempt to intimidate and threaten an individual who, in the majority of cases, has never been arrested for a violent crime. While the police do offer to “help individuals to leave gangs,” it is not clear what specific services they offered, or whether those services are effective in either helping individuals get out of gangs or in avoiding future violence. Similarly, it may be an expedient tool to round up people in the area who appear on the “heat list,” but it is no substitute for doing the policework of a real investigation, or following the leads from witnesses and suspects. Indeed, it may impede or undermine community-oriented policing strategies. While police may complain that witnesses, and even victims, are often unwilling to cooperate with police, these heavy-handed tactics of rounding up suspects based on data-driven lists only breaks down further the trust between communities and the police. As such, these uses of SSL actually work against confidence-building efforts by police, while offering little or no demonstrative positive results \(^{42, 43}\).

Both applications also appear to engage in victim-blaming. In some cases literally so, insofar as the SSL combines victims and perpetrators in a single category of “being a party to violence” or at-risk of being “involved in violence.” It makes little sense to show up at someone’s door to tell them that they may be the victims of violence,\(^{14}\) and less sense to threaten battle that the Chicago Sun-Times newspaper was able to force the CPD to make the SSL and its data public \(^{39}\).

\(^{12}\) The slogan of the One Summer program is “Nothing Stops a Bullet Like a Job” \(^{37}\).

\(^{13}\) It is also worth noting that the SSL, and the data and algorithms upon which it was based, was kept private by the CPD. It was only after a long legal
them with increased surveillance, or to round them up for questioning after a violent crime. And detailed analysis of the effects of these practices bear out the futility of these interventions. Accordingly, this approach can best be characterized as “Models of Threat.” Individuals on the SSL are seen as threats, and are themselves threatened and subjected to additional police attention, and are much more likely to be questioned and arrested. Indeed, from a crime statistics perspective, the success of a police department rests on the number of violent crimes, and many gun crimes are the result of and/or give rise to retaliation, so it makes sense to combine the victims and perpetrators of violence in a single metric. In other words, individuals likely to be involved in violence are a “threat” to the department’s CompStat numbers, regardless of whether they are victims. Thus, in a Models of Threat approach, even a victim is viewed as a “threat.” Yet, in any commonsense approach to violence there should be a difference in how one approaches or intervenes with an individual who is likely to be a victim from someone likely to be a perpetrator. It would be difficult to argue this approach has improved policing—for instance by making police work more efficient according to its own metrics—even while it has been proven to have no effect on violent crime on either an individual or community level. And while conflating victims and perpetrators is poor data practice, it is not clear that “getting the data right” would actually improve the results of SSL. It is hoped that an AI ethic would be able to avoid such ineffectual and counterproductive applications. But to do so, it must look beyond the numbers and datasets, to understand how they are embedded in communities and policing practices.

B. Nothing Stops a Bullet Like a Job

The Ethics of Care approach offers a stark contrast to the Models of Threat. One Summer started as a pilot program in the summer of 2011 by the City of Chicago. In 2012 it became part of a controlled study (One Summer Plus) by researchers at the University of Chicago Crime Lab. The basic idea was to intervene with at-risk youth by providing them with summer jobs, for 8 weeks and 25 hours a week at minimum wage, mostly working for organizations focused on their local communities. According to the City’s press release about the program, “at-risk” was defined by a combination of attending an at-risk school and a review of individual applications:

More than 700 youth ages 14-21 were selected to participate in One Summer Plus in 2012 from an open application process available at 13 Chicago public schools located in high-violence and low-income neighborhoods. Applicants faced a number of challenges; the year before they entered the program, they had missed an average of six weeks of school and about 20 percent had been arrested [44]. As a data-driven technique, it was largely the schools which were identified through historical data. While the methodology used to identify the 13 schools is not discussed in detail, presumably it was based on the geographic location of historical incidence of violence, and the proximity of those schools to violent areas, in combination with demographic income data. But it is important to note that individual students were initially identified only in virtue of attending a designated school. The accepted applicants may have been further screened for factors such as school attendance, previous arrests, or other factors. But it is worth noting that this was not a highly sophisticated data-driven technique for identifying which individual youth were “at-risk.” As far as the program was concerned, anyone living in a low-income, high-violence area was “at-risk,” and more detailed or nuanced classifications were not essential to participation or effectiveness.

Researchers studying One Summer found a 51% reduction in involvement in violence-related arrests among youth who participated in the program compared to the control group that did not participate. Their analysis of the data from the initial study, and of subsequent years, demonstrates that this was not simply the result of getting them off the streets for 25 hours per week, but that there were significant changes in their cognitive and behavioral approaches to school, work and becoming involved in violence [46]. Much of this was attributed to improved impulse control, learned both through their employment and through training sessions they received as part of the program. There were also economic benefits resulting from the additional income received by the participants and their families, and participants were much more likely to seek and get jobs after participating in the program.

The One Summer program provides a good illustration of an Ethics of Care approach insofar as it focuses on the contextual manifestations of violence, and seeks a means of directly intervening to change that context. Rather than focusing on the metric or individual “threat,” an Ethics of Care focuses on the system. An Ethics of Care also starts from respecting people and maintains a focus on the duties and responsibilities to the individuals it deals with. By contrast, a Models of Threat approach sees people as statistics, and treats the individuals on a list as threats, whether they have done anything or not, and regardless of whether they are victims or perpetrators—thereby undermining their humanity. An Ethics of Care sees the individual as having rights and deserving of respect, and sees those at-risk as being in need of care. An Ethics of Care does not disregard data, but rather utilizes data in the service of performing a duty in a manner that respects everyone involved. And that respect extends to taking the effort care to understand the situation from multiple perspectives, including that of citizens and working police—and how data gets used and how it relates to the lived world. Indeed, as the RAND researcher who studied the SSL says, data and AI ethics is less about sophisticated data analysis techniques and more about understanding context:

The biggest issue for those agencies considering predictive policing is not the statistical model or tool used to make forecasts. Getting predictions that are somewhat reasonable threat risks from the Department of Homeland Security, which do not specify any particular location or type of activity to be on the lookout for.

15 The assumption made by researchers in doing this appears to be that there is significant overlap in the categories of victims and perpetrators. This is especially true given the cyclical nature of gun violence in Chicago, driven by rivalries and revenge killings that beget further revenge killings. Still, associating with people connected to violence might make you more likely to become a victim of violence without becoming more likely to commit violence.

16 Subsequent research places the figure at a 43% reduction in violent arrests [45].
in identifying where or who is at greater risk of crime is fairly easy. Instead, agencies should be most concerned about what they plan to do as a result [47]. There is a deeper lesson in this observation—the possibility of action, and the types of interventions envisioned, can strongly shape data representations, and the value of various kinds of data. While the current fashion is to collect all and any available data, in the hope that something useful might be inferable from it, there is still value in considering what actions are available to address a problem. This also means using data to find new means of acting and intervening, and better understanding the problem, rather than simply making the current means of addressing a problem more efficient. Indeed, many AI ethicists concerned about AGI worry about a hyper-efficient AGI might be so good at achieving a set goal, or maximizing a certain value, that it does so to the great detriment of other human values.17 In the case of policing, many of the current policies and tactical goals of policing could be dangerous, unjust and counter-productive if executed with complete accuracy and efficiency. And most people would not be happy living in a society where every violation of the law was detected and punished strictly and with perfect efficiency. At least this would require rethinking many laws, policies and punishments [48]. In order to better appreciate how actions and practice could or should shape data, particularly for AI ethics, we turn now to a discussion of what the framework for AI ethics drawn from an Ethics of Care would look like.

V. AI ETHICS OF CARE: FROM DATA TO MODELS TO IMPLEMENTATION

The Ethics of Care has its own history, coming out of feminist thought. As a general normative theory, it has been criticized for failing to question what is right to do, in favor of seeking what is best to do in the circumstances. But as an approach to practical applied ethics, it has proven illuminating in areas such as educational and healthcare ethics [49, 50]. It is proposed that policing, like education and healthcare, aims to “serve and protect” the community with limited resources,18 and as such is also a good candidate for an Ethics of Care. It is further proposed that in trying to improve the management of broad variety of governmental, non-profit and commercial organizations with data-driven techniques, AI ethics can also draw upon the Ethics of Care, as robot ethics has done [53]. In this section we look at how an Ethics of Care can be applied to data science and AI, from data collection, to data modeling, to data-driven policies and actions, drawing upon practical examples from data-driven policing.

Predictive policing, as the application of AI techniques to policing data, has its roots in much older practices of collecting crime data. Yet it also has the potential to draw upon data from other sources in increasingly networked police departments, and increasingly digitally surveilled communities. Ethical questions arise at almost every stage of data collection and analysis, from where data is collected and sensors are placed, to how data is encoded, to existing biases in segregated communities and policing practices, to the ways data is used in police management and police encounters with the public. For building a more general approach to AI ethics, it is useful to separate these problems out and identify the key ethical issues, and how AI researchers and system designers might think about and address them.

A. Data: From CompStat to Critical Data Science

Information and communication technologies (ICT) have long been central to policing. From the keeping of criminal records and crime statistics and their collection in databases, to the use of police boxes, telephones, radio dispatching and 9-1-1 emergency call centers, many of its ICT technologies have become as closely associated with policing as badges and handcuffs. Initially, these technologies were analog—paper records, photographs and inked fingerprints; dedicated police telephone boxes, and wireless radios. With the computerization of businesses and government agencies from the 1960s to 1990s, many aspects of police work also became digitized and computerized. Police patrol cars began getting computers in the early 1980s, which allowed officers to check vehicle license plates, and eventually check individuals for outstanding warrants. The transition from paper to digital records for crime reports soon led to interest in compiling

17 Nick Bostrom’s infamous paperclip maximizer which quickly and efficiently turns the world into paperclips at the expense of everyone and everything else, is an example of this.

18 The motto of the Los Angeles Police Department, “To Protect and To Serve,” was introduced in 1955 following a contest at their police academy, won by Officer Joseph S. Dorobek [28]. It, and its variants, have since been adopted as the motto of numerous police departments across the United States. But what do these words really mean? The topic has been much discussed within police departments. In 1998, an Ohio police officer offered his views in Police Magazine,

While what constitutes “protect” may be open to some debate, it seems to be more clear-cut than does the word “serve.” It’s obvious that we protect the citizens and their property from the criminal element. The word “serve” on the other hand is somewhat ambiguous. What “to serve” may mean to one law enforcement agency it may mean quite the opposite to another. “To serve” also takes on a different meaning depending upon department size. For example, I know a chief in a small village not far from the city where I work. He recently had a call to “assist the woman.” We all get these types of calls, but his was to assist the woman in re-hanging her draperies! To serve? Is that what people want? A tax supported drapery service? [51]

There are two striking aspects to this passage and the article, which also seems representative of the views of many police officers, and much of the public.

The first striking aspect is the extent to which “service” is framed as a question of resources. Of course, the police are public servants, as are other agents and officers of government. But they also have a specific function, and should have priorities within that function. Indeed, the rest of the article is devoted to discussing the way non-emergency calls are overloading 9-1-1 operators and keeping police from getting to real emergencies. “In many small cities, the police are the only visible and accessible arm of the local government available after 5pm and on weekends. Because of that we become the water department, the street department, the dog warden, etc.—and people begin to expect it from us.” [51]

Of course, the “public” within the concept of public servant should be understood to include everyone in the community, not just “citizens” or “tax payers” or even just “law abiding” people. Police have a duty to serve everyone, including the “criminal element.”

Following several court and Supreme Court decisions in the United States, there is now a legal precedent that police do not have a specific legal duty to protect, or even to enforce the law or court orders. At least in terms of having a duty to lend aid or to protect a particular individual, a police officer is not compelled by the law to intervene, put themselves at risk, or act to enforce applicable laws. The court has upheld the discretion of police to decide when and where to enforce the law or protect individuals from danger [52].
crime statistics at a local level for use in guiding the management of patrols and policing priorities. CompStat, short for Comparative Statistics, was the result. Initially adopted by the New York City police department in 1995, similar practices have been adopted across the country, especially in large urban departments.

CompStat as a mere data gathering and management practice has not been without its critics. In 2010, John Eterno and Eli Silverman, a retired New York police captain turned university professor and a criminology professor respectively, published a book-length criticism of CompStat practices in the NYPD [54]. The book argues that there was widespread mis-reporting of crimes across NYPD precincts, which took the form of downgrading the seriousness of reported crimes in an effort to show annual improvements in serious crime statistics. They argued that this systematic downgrading of crime statistics was the result of pressure from police leadership and administration. They further argued that pressures to increase police stops, especially in the era of “stop and frisk” in New York City, was highly racially discriminatory. The book caused enough controversy and embarrassment for the NYPD that the Police Commissioner ordered an independent study to review CompStat [55]. That review did indeed find serious systemic reporting errors. It did not, however, find evidence that this was the result of administrative pressure, though did not investigate that exhaustively, nor did it seriously assess systemic racism within CompStat’s data collection practices.

What emerges from the investigations and reports into CompStat, from a data science and AI ethics perspective, is the susceptibility of data to political and bureaucratic pressure. While it may be convenient to assume that a given dataset offers an accurate representation of the world, this should not be taken for granted. In this case there were widespread and systematic errors in the reported data. If that data were to be used by predictive policing algorithms, those errors could have a significant impact on policing practices. And if that data is indeed racially biased, as it most likely is, it could further bias policing practices. But without an awareness of these issues, and the potential for inaccurate data or latent bias within data, the designers of those AI algorithms may be creating garbage-in-garbage-out systems, believing that they are producing quality systems (as measured by their available data). The lesson for AI ethics is to never take for granted the accuracy of given data, but to be suspicious, to seek out likely ways in which political, economic, or social pressures may have influenced historical datasets, to consider how it may be shaping current data collection practices, and to be sensitive to the ways in which new data practices may transform social practices and how that relates to the communities and individuals a system aims to care for.

With the growing popularity of AI, and increasing concerns about its impact on society, universities and professional organizations have recognized the problem and taken up the challenge of teaching ethics to the next generation of AI designers. Today, many undergraduate and graduate programs teaching AI include ethical training, but its adoption has been uneven and more could be done. Many online and professional training programs still lack critical design and ethical thinking in favor of teaching the latest techniques and tools over good design. Professional organizations including IEEE, ACM and AAAI have also led initiatives to develop ethical standards, codes of ethics, and organize a growing number of conferences and workshops on AI ethics. These are all positive developments, and it is hoped that this paper will contribute to the discussion of the ethical design of AI, especially as comes to be applied in an increasing number of socially significant and ethically consequential decisions.

While not every AI system developer can become an expert in the application domain of their techniques, the basics of critical data analysis should be taught alongside statistical techniques and machine learning techniques. In particular, system designers should be adept at recognizing the necessary characteristics of an adequate dataset, and what can and cannot be reasonably drawn from a given dataset. In many cases, only domain experts will have the kind of cultural knowledge to identify exogenous influences. This fact supports a systems design approach that includes domain experts as well as critical social scientists as members of design teams, and recognizes and respects the necessity of their expertise in shaping the ultimate system design [56].

B. Models Matter

A dataset on its own is just a collection of numbers delimited by some kind of file structure. Even decisions as to how to represent a datafield with a number–binary, integer, real, pointer, formula–can have consequences for how that data gets processed. Numbers are abstract values, which are then represented by digital numerals within computational systems. How they are numerically represented can matter. But often it is far more important how we choose to represent the world through numbers. Even when we are simply “counting” things in the world, we are also engaged in processes of classification and categorization. The data “model” that a system employs involves myriad representational choices, and seeks to serve various purposes [57].

The most obvious case in law enforcement is to characterize the law, and represent violations of the law. But there are many possible computational models of any given set of legal rules and codes, and they may not always represent the same mappings of events in the world to computational encodings. Consider the case of CompStat crime under-reporting discussed above. We could look to New York Penal Law §155.05 and §155.25 for a definition of “Petite Larceny” which is theft or withholding of property valued at less than $1000 (and not a firearm, automobile, or credit card) [58]. What if a bike has been stolen, which cost a little more than $1000 when it was new, but it is used and would likely not sell for that much, nor would an insurance company compensate its loss for more than $1000? Determining the appropriate crime requires estimating the value of the property. This is a non-trivial categorization—an auction might determine the current market value, or a bike sales expert might be able to give an appraisal, but these may not agree on the price, nor be available means for a law enforcement officer. To some extent there is discretion on the part of law enforcement, prosecutors and judges as to how to appraise and categorize such a crime—and they may take factors into account other than the strict value of the property. But once categorized, that discretionary nature tends to be erased—the crime becomes defined through
its given category, documented and entered into data collection systems. AI systems designers need to be sensitive these types of processes. Indeed, understanding data collection, and critical data representation issues should be integral to computer and information science education. Taking care in the design of AI means being able to determine what an adequate dataset is, and being able to think critically about how to define it, and what the implications of various choices of categorization are. How best to do this, in general, is a matter for further research.

C. Putting AI Into Practice

The discussion so far has focused on input—how data is structured and collected. But the presentation of data analysis, and its impact on individual and institutional practices must also be taken in account. A good example of such an issue can be seen in the use of the SSL by Chicago police. In principle, the SSL could have been used to recruit youth for the One Summer program. The choice by precincts and officers to use the list for “custom notification” and for “heat lists” following crimes are not disconnected from the design of a system like SSL. While data scientists and software engineers may wish to wash their hands of responsibility for how officers actually use their tools, they cannot. At the very least this constitutes a sort of negligence and failure to warn. Many officers were not properly or fully informed of how the list was put together, and held mistaken and problematic understandings of what it was and how it worked. The officers also lacked training, guidance and direction on how to use the system, if indeed there ever was a comprehensive plan as to how to deploy and use the system. These factors surely contributed to its misuse, and all but guaranteed its ineffectual use.

An Ethics of Care approach ought to ensure that the operators of AI systems and users of data they generate are aware of the scope and limitations of those systems. It may be too much to expect them to fully understand the computational techniques—indeed even AI experts may find the performance of certain machine learning systems inscrutable. But this does not mean that people who use these systems can be ignorant of what the system can and cannot do, how reliable it is, and what its limitations in representing the world are.

Designers also need to be aware of the context in which AI systems will be deployed and used. It should not be hard to predict what police might do with a “heat list,” if one has a realistic sense of police work and the pressures operating within precincts and departments. This again points to the need for domain experts and participatory design [56]. One imagines that a police sergeant on the design team of the SSL would have pointed out the likely misuses of the system. Prototyping and testing could also help reveal such tendencies, as well as short term and long-term evaluations of the system implementation.

Transparency over the algorithms, data and practices of implementation are also necessary. While the Chicago Police Department sought to avoid embarrassment from releasing the details of the SSL, it would be impossible for independent outside researchers to evaluate its impacts—positive and negative—without access to the data and algorithms. It should not take a prolonged lawsuit from a newspaper for government agencies to share public data. Of course, as more and more commercial systems, like PredPol, make the algorithms, and even the data, proprietary, they will fall under intellectual property protections. This means private companies will be processing the data, and will not be required to reveal their algorithms, or subject them to independent outside scrutiny. In some cases, private companies are even withholding crime data from the cities who produced it because they have formatted it in a database for their system and even encrypted it such that it cannot be used if the city changes to another software platform [59].

VI. Conclusion

It is hoped that this article has shed light upon some of the central issues facing AI ethics in general and predictive policing in particular. While the use of data and AI in policing is not intrinsically or necessarily unethical, it must be done with care to avoid unjust and unethical impacts. First among these issues is that while AI ethics needs to understand the computational techniques it deploys, it also needs a critical understanding of the datasets it operates on, how data is collected, and the social organizations and the biases that those datasets may represent. This requires understanding how data practices are embedded within socio-technical systems, and not blindly analyzing data assuming that it is without bias. It is also important to understand how the use of AI tools and techniques will impact the beliefs and practices of those who engage with them. Datasets, and their computational analysis, have the power to “makeup people,” and also to prejudge them according to statistical patterns and categories. Even when statistically justified, such categories, and the actions of government agents on the basis of those categories, may disrespect individual rights, human dignity, and undermine justice.

By taking an Ethics of Care approach to AI systems design and ethics, designers should have a greater awareness and respect for these issues. While any design approach is ultimately limited in its ability to mitigate all possible failures and harms, and Ethics of Care can help mitigate the most significant and widespread flaws in AI systems that will impact people’s lives in consequential ways. An AI Ethics of Care has the potential to apply to areas far beyond predictive policing, and can inform many applications of AI to consequential decisions.
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